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What is GLORIAD ?
A coopera t i ve  R&E ne twork  r ing ing  the  
nor thern  hemisphere  l i nk ing  sc ien t i s ts ,  
educa to rs  and  s tuden ts  in  Russ ia ,  USA,  
Ch ina ,  Korea ,  Ne ther lands ,  Canada ,  the  
Nord ic  coun t r ies  –  and  soon  Ind ia ,  
Egyp t ,  S ingapore  –  and  o thers  w i th  
spec ia l i zed  ne twork  se rv ices ;  co - funded ,  
co -managed by  a l l  i n te rna t iona l  pa r tners

Var ious ly  s i zed  c i rcu i t s /se rv ices  
a rounnd  nor then  hemisphere

Hybr id  c i r cu i t - (L1 /L2)  and  packe t -
sw i tched  serv ices (L3)

Co l labora t i ve  In te rna t iona l  P rogram to  
Deve lop /Dep loy  advanced  
Cyber in f ras t ruc tu re  and  app l ia t ions  
be tween  par tner ing  coun t r ies  (and  
o thers )  as  e f fo r t  to  expand  sc ience ,  
educa t ion  and  cu l tu ra l  coopera t ion  and  
exchange

Wednesday, February 9, 2011



GLORIAD MAP
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GLORIAD mission

Connecting the unconnected
Better informing science and education 
community (and general public) about 
global opportunities for collaboration
Promoting decentralized, distributed, 
transparent and open approach to 
global R&E networking
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DVNOC Tool
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DVNOC

Addresses need for all levels of 
cyberinfrastructure operators (and users) 
to collaborate on decentralized, distributed 
and reliable operations of links and 
services
Focus on customer-based performance
Large development effort on part of 
Chinese, Dutch, Korean, Nordic and US 
(and we hope, soon, other national) 
GLORIAD teams
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DVNOC Contd..

Web based application
Developed using Flash/Flex platform
Current version: http://viz.gloriad.org/
dvnoc/dvnoc.html
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DVNOC

Wednesday, February 9, 2011

http://viz.gloriad.org/dvnoc/dvnoc.html
http://viz.gloriad.org/dvnoc/dvnoc.html
http://viz.gloriad.org/dvnoc/dvnoc.html


DVNOC - GLORIAD Earth Tab
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DVNOC - GLORIAD Earth Tab
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Performance Measurement

We’re trying to shift towards “customer-based performance” in all areas of 
cyberinfrastructure deployment
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“Needle" chart i.e., a blue 
needle (topped by a black 
marker) illustrates one flow

X-axis:  %loss

Y-axis:   RTT(ms)

Z-axis:  throughput in 

            bits/sec

3-D plot of throughput , loss & RTT using  flow data from US to 
CSTNET over a 24hr period on GLORIAD network
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Identifying Problem Areas in Global, 
National, Regional, Local, Campus 

Networks
Problem: network operators have insufficient 
knowledge of nor relationship with each other 
(local/campus, regional, national, global 
operators) (and R&E customers less so)
Solution: encourage common view towards 
customer-based performance, lead effort towards 
community-developed shared performance 
measurement instrumentation and tools for joint 
engineering management (dvNOC)
(we will realize many other benefits from this 
community-building exercise)
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Emphasis on Customer 
Performance

We wish to know of individual customer-
based performance problems before 
customer can call
We’re developing statistically important 
base of information about where there are 
weaknesses in our global/regional/
regional/local networks
Based primarily (at moment) on 
measurements of packet retransmits
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Automated system to debug 
under-performing

flows in wide area networks
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Throughput vs Loss (contd..)

•We can see that  the 
decrease in rate is  
steeper with the increase 
in loss than the increase 
in RTT 

•Half the loss rate gives 
throughput increase of 
~41%

3-D plot of throughput derived from loss & RTT 
using Mathis formula

X-axis:  %loss

Y-axis:   RTT(ms)

Z-axis:  throughput in 

            bits/sec
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Hybrid monitoring/data 
collection system

1. Passive monitoring sub-system: Filters 
network flow data to identify under-performing 
flows

2. Active monitoring sub-system: Collects 
performance statistics of individual routers

**All the IPs are anonymized in the following slides
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Passive monitoring sub-
system : Flow filter

% retransmissions per bytes transfered  > 0.01
Bytes transfered > 5 MB
Frequency > 4 hours. Same (ip_s, ip_d) pair is 
not labeled as under-performing for the 
minimum time period set by the frequency 
parameter

Wednesday, February 9, 2011



Filter the netflow records to identify under-
performing flows 

ip_src           ip_dst      MB      %rtpct         starttime                endtime

MB - MBytes transfered,  %rtpct -  Percentage retransmissions per byte

Passive monitoring sub-system
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Active monitoring sub-system 

For each under-performing flow identified, MTR runs are 
triggered to source and destination IPs
Triggered in near-real-time to the flow detected. Thus, 
test packets are triggered in network conditions similar 
to those seen by the real traffic
Combining the two gives approximate end-to-end 
performance

!
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!

Result of MTR runs to source and destination of an under-performing flow

Data collected
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Data interpretation

Network graphs show individual router behavior 
cutting across several MTR runs, to different 
target IPs 
Thus, giving a snap shot of network router 
topology seen by the under-performing flows 
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Example network graphs for a 
few end hosts in U.S.
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A faulty node

r2 is defined as a  faulty 
node if 

probability of loss (li/ti) is 
high and is uniformly 
distributed across all its 
branches

rk

r2

ra .....

la/ta lk/tk

li = # of runs via r2 to ri 
seeing loss
ti = total # of runs via r2 to 
ri      
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Network Graph analysis

Developed cost functions to learn the 
probability of each node being faulty
Supervised pattern classification 
algorithms are used to learn the 
accuracy of the cost functions
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Example network graphs for a 
few end hosts in China

Representation :
• Graph node - router in paths discovered by MTR.
• Rect. node - the end host.
• Node label - 

• 1st line - value of cost function
• 2nd line - IP (anonymized)
• 3rd line- Avg. %packet loss at the node.

• Color map ranges from Yellow through orange to red.
• this graph is color mapped based on the ‘Avg. 

%packet loss’ value. 
• Edges labels :  ‘A-B’ where

• A => Total number of mtr runs through the 
parent to child node.

• B =>  Number of runs in which there was non-
zero packet loss.

• Gray nodes are nodes which saw no packet loss.
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Network-monitoring 
data collection
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Packeteer box at Chicago

Passively monitors traffic to/from GLORIAD router in 
Chicago
Exports extended Netflow records

Bytes retransmitted 

Application classification

Replacing Packeteer with open source monitoring box 
Commercial box 

Limited to 1G line speed

Text
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Nprobe Monitoring box

GOALS
Network utilization and performance measurement box - running 
at least at 10G line speed 

Emit extended netflow records including retransmissions, 
application classification and more

HARDWARE
Dell PowerEdge R410 Server - 8 core intel processor

10GE Intel Fiber Card
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Nprobe software

Nprobe is open source software developed 
by Luca Deri (http://www.ntop.org/
nProbe.html)
Development effort is in progress with help of 
Luca Deri and CSTNet (GLORIAD-China 
partners) 

Current version exports retransmissions data
Next steps: Better application classification 
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Integrating data 
from

other tools
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GLORIAD Perfsonar nodes

Currently deployed at Seattle, Chicago 
and Singapore
Soon nodes will be installed in 
Amsterdam and Hong Kong
Looking for ways to integrate/visualize 
perfsonar data in DVNOC
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Conclusion

Common platform to share network 
operations, utilization, performance and 
security data
Addresses “disconnect” between all the 
different levels of network operators
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Thank you.
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