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Why do This?
• Verisign presentation "Life and Times of J-Root" 

<http://www.nanog.org/mtg-0410/pdf/kosters.pdf>
• Foils 27 to 29, reported non-trivial routing jitter 

and therefore suggested "DO NOT RUN anycast 
with stateful transport."

• But for almost a decade, there have been reports 
of successful delivery of stateful services over 
anycast

• Was their measurement from an abnormal vantage 
point, or are there other things going on?
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Experimental Method

• Volunteers on hundreds of hosts around the 
world ran a multi-day script

• Every two seconds it probed the known 
anycast root servers

dig @X.root-servers.net. hostname.bind chaos txt

• Both UDP and TCP queries

• Results were collected at a central server
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42.666.7.11
Sat Nov 13 01:29:29 UTC 2004 f UDP pao1e.f.root-servers.org
Sat Nov 13 01:29:29 UTC 2004 i UDP s1.lnx
Sat Nov 13 01:29:30 UTC 2004 j UDP jns4-kgtld.j.root-servers.net
Sat Nov 13 01:29:30 UTC 2004 k UDP k1.linx
Sat Nov 13 01:29:30 UTC 2004 m UDP M-d3
Sat Nov 13 01:29:30 UTC 2004 c TCP lax1a.c.root-servers.org
Sat Nov 13 01:29:31 UTC 2004 f TCP pao1c.f.root-servers.org
Sat Nov 13 01:29:31 UTC 2004 i TCP s1.lnx
Sat Nov 13 01:29:31 UTC 2004 j TCP jns1-kgtld.j.root-servers.net
Sat Nov 13 01:29:32 UTC 2004 k TCP k1.linx
Sat Nov 13 01:29:33 UTC 2004 m TCP M-d3
Sat Nov 13 01:29:35 UTC 2004 c UDP lax1a.c.root-servers.org
Sat Nov 13 01:29:35 UTC 2004 f UDP pao1e.f.root-servers.org
Sat Nov 13 01:29:35 UTC 2004 i UDP s1.lnx
Sat Nov 13 01:29:35 UTC 2004 j UDP jns3-kgtld.j.root-servers.net
Sat Nov 13 01:29:36 UTC 2004 k UDP k1.linx
Sat Nov 13 01:29:36 UTC 2004 m UDP M-d3
...
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Warning

• This is about routing
• Not root server performance
• The effects you are about to see 

are likely caused by
– Inter-ISP eBGP
– Intra-ISP iBGP
– Intra-ISP IGP (OSPF or IS-IS)
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UDP
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TCP
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C o mbined UD P  F ail

0.039794%

0.050645%

0.063105%

0.023938%0.021450%

0.177050%

c: f: i: j: k: m:

P lantLab UD P  F ail

0.082885%

0.141354%

0.231835%

0.023305%

0.011659%

0.013536%

c: f: i: j: k: m:

Internet  UD P  F ail

0.029014%

0.027953%

0.020895%

0.024096%

0.023899%
0.215182%

c: f: i: j: k: m:

C o mbined T C P  F ail
0.083979%

0.050198%

0.066685%

5.255449%

2.106023%

0.628032%

c: f: i: j: k: m:

P lanetLab T C P  F ail

0.196330%

0.148744%

0.272035%

1.032052%
1.643828%

0.331391%

c: f: i: j: k: m:

Internet  T C P  F ail

0.055349%0.025085%0.014357%

6.331678%

2.223803%

0.703624%

c: f: i: j: k: m:

Failures



2005.03.11 Anycast @ WIDE/CAIDA Copyright 2005 9

C o mbined UD P  Switches

0.001615%0.001595%

0.051922%

0.002731%

0.002132%

0.001253%

c: f: i: j: k: m:

P lanetLab UD P  Switches

0.000793%

0.000772%

0.000674%
0.001215%

0.000814%

0.000284%

c: f: i: j: k: m:

Internet UD P  Switches

0.001820%0.001801%

0.064743%

0.003111%

0.002461%

0.001479%

c: f : i: j: k: m:

C o mbined T C P  Switches

0.038726%0.032852%

0.803263%

0.047746%

0.037653%

0.022494%

c: f: i: j: k: m:

P lanetLab T C P  Switches

0.005382%

0.004980%

0.005231%
0.007193%

0.004930%

0.002918%

c: f: i: j: k: m:

Internet T C P  Switches

0.047223%0.039955%

1.006621%

0.058080%

0.045992%

0.027483%

c: f: i: j: k: m:

Switches



2005.03.11 Anycast @ WIDE/CAIDA Copyright 2005 10

Switches v Failures - UDP
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Switches v Failures - TCP
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One AS’s View

telefonica
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The Good

cal inst tech
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The Bad

proxad
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And the Ugly

jpnic
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Even Uglier

apnic
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And it Goes On and On

toshima
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Failures are Sometimes Poisson

utoronto
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Thoughts
• This likely is more about an AS’s routing than 

about root server stability per se
• Anycast may amplify/exacerbate routing 

tweakiness, inter- and/or intra-AS
• How much is due to AS’s IGP?
• But it makes no difference to the user.  They 

still can not tell which  server gave a DNS 
resolution problem

• Resiliency has been gained, but seemingly at the 
expense of transparency and debugability

• PlanetLab is not the same as the Internet
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