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3. ASN TRAFFIC ANALYSIS
In this section, we present a coarse grained analysis of

changes in inter-domain traffic patterns. We begin with a
look at the ten largest contributors (based on our analysis)
of inter-domain traffic in the months of July 2007 and July
2009. With the exception of content providers (i.e., Google,
Microsoft) and Comcast, we anonymize provider names in
sensitivity to the potential commercial impact of this data.

3.1 Provider Inter-domain Traffic Share
We calculate the ten largest contributors of inter-domain

traffic in the first two charts of Table 2 using the weighted av-
erage percentage of inter-domain traffic (i.e., P (A)) reported
by each Internet provider in our study either originating or
transiting each ASN A. We then aggregate all ASNs which
are managed by the same Internet commercial entity (e.g.,
Verizon’s AS701, AS702, etc.). This last step is required
since many large transit providers manage dozens of ASNs
reflecting geographic backbone segmentation and merger or
acquisition lineage. Finally, we exclude stub ASNs from the
aggregation step which we only observed downstream from
other corporate ASN (e.g., DoubleClick (AS 6432) traffic
transits Google (AS 15169) in all our observed ASPaths).

(a) Traditional Internet logical topology
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(b) Emerging new Internet logical topology

Figure 1: The hierarchical old and more densely in-
terconnected emerging Internet. Figure A gener-
ally reflects historical BGP topology while Figure B
illustrates emerging dominant Internet traffic pat-
terns.

As a category, the ten largest providers by inter-domain
traffic volume in Table 2a account for 28.8% of all inter-
domain traffic. ISP A represents the largest provider traffic
share in 2007 with an average of 5.77% of all inter-domain
traffic, followed by ISP B (4.55%) and ISP C (3.35%).
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Figure 2: Growth in Google inter-domain traf-
fic contribution. Graph shows weighted average
percent of all inter-domain traffic contributed by
YouTube and Google ASNs. Over time, Google mi-
grated YouTube traffic and back-end infrastructure
into Google peering / transit and data centers.

Our analysis of traffic data from July 2007 suggests traffic
patterns consistent with that of logical topological textbook
diagrams in Figure 1a. Specifically, we find the largest Inter-
net providers by inter-domain traffic volume correlate with
the twelve largest transit networks popularly regarded as the
global transit core [29].

In the second chart of Table 2b, we show the impact
of subsequent commercial policy and traffic engineering
changes on the ten largest Internet providers by inter-
domain traffic contribution as of July 2009. We note that the
2009 list includes significant variance from 2007, including
the addition of non-transit companies to the list. Specifi-
cally, both a content provider (Google) and a consumer net-
work (Comcast) now rival several global transit networks in
inter-domain traffic contribution. Provider A and B con-
tinue to hold the top two spots at 9.4 and 5.7 percent of all
inter-domain traffic, respectively. We discuss both Google
and Comcast in more detail later in this Section.

Table 2c provides another view of the data showing the
gain in providers’ average percentage of all inter-domain
traffic between July 2007 and July 2009. We note that
growth in this table requires a provider gain “market share”,
i.e., the provider exceed the overall growth of inter-domain
traffic (currently growing at 35-45% annualized).

Google inter-domain traffic enjoyed the largest growth in
our two year study period by gaining 4% of all inter-domain
traffic. Figure 2 provides the weighted average percent of
inter-domain traffic due to Google ASNs (including proper-
ties) and YouTube (AS36561) between July 2007 and July
2009.

Discussions with providers and analysis of the data in Fig-
ure 2 suggests much of Google’s traffic share increase came
through the post-acquisition migration of YouTube inter-
domain traffic to Google’s ASNs (from both LimeLight and
YouTube ASN) [30]. At the start of the study period, both
Google and YouTube represent slightly more than 1% of all
inter-domain traffic. Figure 2 shows YouTube ASN inter-
domain traffic decreasing as Google traffic continues to grow
through the summer of 2009.

ISP A and ISP B also showed significant growth in Ta-
ble 2c. Private discussion with analysts and providers sug-
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3. ASN TRAFFIC ANALYSIS
In this section, we present a coarse grained analysis of

changes in inter-domain traffic patterns. We begin with a
look at the ten largest contributors (based on our analysis)
of inter-domain traffic in the months of July 2007 and July
2009. With the exception of content providers (i.e., Google,
Microsoft) and Comcast, we anonymize provider names in
sensitivity to the potential commercial impact of this data.

3.1 Provider Inter-domain Traffic Share
We calculate the ten largest contributors of inter-domain

traffic in the first two charts of Table 2 using the weighted av-
erage percentage of inter-domain traffic (i.e., P (A)) reported
by each Internet provider in our study either originating or
transiting each ASN A. We then aggregate all ASNs which
are managed by the same Internet commercial entity (e.g.,
Verizon’s AS701, AS702, etc.). This last step is required
since many large transit providers manage dozens of ASNs
reflecting geographic backbone segmentation and merger or
acquisition lineage. Finally, we exclude stub ASNs from the
aggregation step which we only observed downstream from
other corporate ASN (e.g., DoubleClick (AS 6432) traffic
transits Google (AS 15169) in all our observed ASPaths).
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(b) Emerging new Internet logical topology

Figure 1: The hierarchical old and more densely in-
terconnected emerging Internet. Figure A gener-
ally reflects historical BGP topology while Figure B
illustrates emerging dominant Internet traffic pat-
terns.

As a category, the ten largest providers by inter-domain
traffic volume in Table 2a account for 28.8% of all inter-
domain traffic. ISP A represents the largest provider traffic
share in 2007 with an average of 5.77% of all inter-domain
traffic, followed by ISP B (4.55%) and ISP C (3.35%).

!"

#"

$"

%"

&"

'"

("

)"

(*
%!

*!
)"

+*
%!

*!
)"

#!
*%
!*
!)

"

#$
*%
!*
!)

"

%*
#*
!+

"

'*
#*
!+

"

)*
#*
!+

"

,*
#*
!+

"

##
*#
*!
+"

#*
#*
!,

"

%*
#*
!,

"

'*
#*
!,

"

!
"#
$%
&"
'(
)
*"
+,
$"
(-
"+
."
/&
,$
"(

-../01"

2.34351"

Figure 2: Growth in Google inter-domain traf-
fic contribution. Graph shows weighted average
percent of all inter-domain traffic contributed by
YouTube and Google ASNs. Over time, Google mi-
grated YouTube traffic and back-end infrastructure
into Google peering / transit and data centers.

Our analysis of traffic data from July 2007 suggests traffic
patterns consistent with that of logical topological textbook
diagrams in Figure 1a. Specifically, we find the largest Inter-
net providers by inter-domain traffic volume correlate with
the twelve largest transit networks popularly regarded as the
global transit core [29].

In the second chart of Table 2b, we show the impact
of subsequent commercial policy and traffic engineering
changes on the ten largest Internet providers by inter-
domain traffic contribution as of July 2009. We note that the
2009 list includes significant variance from 2007, including
the addition of non-transit companies to the list. Specifi-
cally, both a content provider (Google) and a consumer net-
work (Comcast) now rival several global transit networks in
inter-domain traffic contribution. Provider A and B con-
tinue to hold the top two spots at 9.4 and 5.7 percent of all
inter-domain traffic, respectively. We discuss both Google
and Comcast in more detail later in this Section.

Table 2c provides another view of the data showing the
gain in providers’ average percentage of all inter-domain
traffic between July 2007 and July 2009. We note that
growth in this table requires a provider gain “market share”,
i.e., the provider exceed the overall growth of inter-domain
traffic (currently growing at 35-45% annualized).

Google inter-domain traffic enjoyed the largest growth in
our two year study period by gaining 4% of all inter-domain
traffic. Figure 2 provides the weighted average percent of
inter-domain traffic due to Google ASNs (including proper-
ties) and YouTube (AS36561) between July 2007 and July
2009.

Discussions with providers and analysis of the data in Fig-
ure 2 suggests much of Google’s traffic share increase came
through the post-acquisition migration of YouTube inter-
domain traffic to Google’s ASNs (from both LimeLight and
YouTube ASN) [30]. At the start of the study period, both
Google and YouTube represent slightly more than 1% of all
inter-domain traffic. Figure 2 shows YouTube ASN inter-
domain traffic decreasing as Google traffic continues to grow
through the summer of 2009.

ISP A and ISP B also showed significant growth in Ta-
ble 2c. Private discussion with analysts and providers sug-
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3. ASN TRAFFIC ANALYSIS
In this section, we present a coarse grained analysis of

changes in inter-domain traffic patterns. We begin with a
look at the ten largest contributors (based on our analysis)
of inter-domain traffic in the months of July 2007 and July
2009. With the exception of content providers (i.e., Google,
Microsoft) and Comcast, we anonymize provider names in
sensitivity to the potential commercial impact of this data.

3.1 Provider Inter-domain Traffic Share
We calculate the ten largest contributors of inter-domain

traffic in the first two charts of Table 2 using the weighted av-
erage percentage of inter-domain traffic (i.e., P (A)) reported
by each Internet provider in our study either originating or
transiting each ASN A. We then aggregate all ASNs which
are managed by the same Internet commercial entity (e.g.,
Verizon’s AS701, AS702, etc.). This last step is required
since many large transit providers manage dozens of ASNs
reflecting geographic backbone segmentation and merger or
acquisition lineage. Finally, we exclude stub ASNs from the
aggregation step which we only observed downstream from
other corporate ASN (e.g., DoubleClick (AS 6432) traffic
transits Google (AS 15169) in all our observed ASPaths).

(a) Traditional Internet logical topology
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(b) Emerging new Internet logical topology

Figure 1: The hierarchical old and more densely in-
terconnected emerging Internet. Figure A gener-
ally reflects historical BGP topology while Figure B
illustrates emerging dominant Internet traffic pat-
terns.

As a category, the ten largest providers by inter-domain
traffic volume in Table 2a account for 28.8% of all inter-
domain traffic. ISP A represents the largest provider traffic
share in 2007 with an average of 5.77% of all inter-domain
traffic, followed by ISP B (4.55%) and ISP C (3.35%).
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Figure 2: Growth in Google inter-domain traf-
fic contribution. Graph shows weighted average
percent of all inter-domain traffic contributed by
YouTube and Google ASNs. Over time, Google mi-
grated YouTube traffic and back-end infrastructure
into Google peering / transit and data centers.

Our analysis of traffic data from July 2007 suggests traffic
patterns consistent with that of logical topological textbook
diagrams in Figure 1a. Specifically, we find the largest Inter-
net providers by inter-domain traffic volume correlate with
the twelve largest transit networks popularly regarded as the
global transit core [29].

In the second chart of Table 2b, we show the impact
of subsequent commercial policy and traffic engineering
changes on the ten largest Internet providers by inter-
domain traffic contribution as of July 2009. We note that the
2009 list includes significant variance from 2007, including
the addition of non-transit companies to the list. Specifi-
cally, both a content provider (Google) and a consumer net-
work (Comcast) now rival several global transit networks in
inter-domain traffic contribution. Provider A and B con-
tinue to hold the top two spots at 9.4 and 5.7 percent of all
inter-domain traffic, respectively. We discuss both Google
and Comcast in more detail later in this Section.

Table 2c provides another view of the data showing the
gain in providers’ average percentage of all inter-domain
traffic between July 2007 and July 2009. We note that
growth in this table requires a provider gain “market share”,
i.e., the provider exceed the overall growth of inter-domain
traffic (currently growing at 35-45% annualized).

Google inter-domain traffic enjoyed the largest growth in
our two year study period by gaining 4% of all inter-domain
traffic. Figure 2 provides the weighted average percent of
inter-domain traffic due to Google ASNs (including proper-
ties) and YouTube (AS36561) between July 2007 and July
2009.

Discussions with providers and analysis of the data in Fig-
ure 2 suggests much of Google’s traffic share increase came
through the post-acquisition migration of YouTube inter-
domain traffic to Google’s ASNs (from both LimeLight and
YouTube ASN) [30]. At the start of the study period, both
Google and YouTube represent slightly more than 1% of all
inter-domain traffic. Figure 2 shows YouTube ASN inter-
domain traffic decreasing as Google traffic continues to grow
through the summer of 2009.

ISP A and ISP B also showed significant growth in Ta-
ble 2c. Private discussion with analysts and providers sug-
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3. ASN TRAFFIC ANALYSIS
In this section, we present a coarse grained analysis of

changes in inter-domain traffic patterns. We begin with a
look at the ten largest contributors (based on our analysis)
of inter-domain traffic in the months of July 2007 and July
2009. With the exception of content providers (i.e., Google,
Microsoft) and Comcast, we anonymize provider names in
sensitivity to the potential commercial impact of this data.

3.1 Provider Inter-domain Traffic Share
We calculate the ten largest contributors of inter-domain

traffic in the first two charts of Table 2 using the weighted av-
erage percentage of inter-domain traffic (i.e., P (A)) reported
by each Internet provider in our study either originating or
transiting each ASN A. We then aggregate all ASNs which
are managed by the same Internet commercial entity (e.g.,
Verizon’s AS701, AS702, etc.). This last step is required
since many large transit providers manage dozens of ASNs
reflecting geographic backbone segmentation and merger or
acquisition lineage. Finally, we exclude stub ASNs from the
aggregation step which we only observed downstream from
other corporate ASN (e.g., DoubleClick (AS 6432) traffic
transits Google (AS 15169) in all our observed ASPaths).
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(b) Emerging new Internet logical topology

Figure 1: The hierarchical old and more densely in-
terconnected emerging Internet. Figure A gener-
ally reflects historical BGP topology while Figure B
illustrates emerging dominant Internet traffic pat-
terns.

As a category, the ten largest providers by inter-domain
traffic volume in Table 2a account for 28.8% of all inter-
domain traffic. ISP A represents the largest provider traffic
share in 2007 with an average of 5.77% of all inter-domain
traffic, followed by ISP B (4.55%) and ISP C (3.35%).
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Figure 2: Growth in Google inter-domain traf-
fic contribution. Graph shows weighted average
percent of all inter-domain traffic contributed by
YouTube and Google ASNs. Over time, Google mi-
grated YouTube traffic and back-end infrastructure
into Google peering / transit and data centers.

Our analysis of traffic data from July 2007 suggests traffic
patterns consistent with that of logical topological textbook
diagrams in Figure 1a. Specifically, we find the largest Inter-
net providers by inter-domain traffic volume correlate with
the twelve largest transit networks popularly regarded as the
global transit core [29].

In the second chart of Table 2b, we show the impact
of subsequent commercial policy and traffic engineering
changes on the ten largest Internet providers by inter-
domain traffic contribution as of July 2009. We note that the
2009 list includes significant variance from 2007, including
the addition of non-transit companies to the list. Specifi-
cally, both a content provider (Google) and a consumer net-
work (Comcast) now rival several global transit networks in
inter-domain traffic contribution. Provider A and B con-
tinue to hold the top two spots at 9.4 and 5.7 percent of all
inter-domain traffic, respectively. We discuss both Google
and Comcast in more detail later in this Section.

Table 2c provides another view of the data showing the
gain in providers’ average percentage of all inter-domain
traffic between July 2007 and July 2009. We note that
growth in this table requires a provider gain “market share”,
i.e., the provider exceed the overall growth of inter-domain
traffic (currently growing at 35-45% annualized).

Google inter-domain traffic enjoyed the largest growth in
our two year study period by gaining 4% of all inter-domain
traffic. Figure 2 provides the weighted average percent of
inter-domain traffic due to Google ASNs (including proper-
ties) and YouTube (AS36561) between July 2007 and July
2009.

Discussions with providers and analysis of the data in Fig-
ure 2 suggests much of Google’s traffic share increase came
through the post-acquisition migration of YouTube inter-
domain traffic to Google’s ASNs (from both LimeLight and
YouTube ASN) [30]. At the start of the study period, both
Google and YouTube represent slightly more than 1% of all
inter-domain traffic. Figure 2 shows YouTube ASN inter-
domain traffic decreasing as Google traffic continues to grow
through the summer of 2009.

ISP A and ISP B also showed significant growth in Ta-
ble 2c. Private discussion with analysts and providers sug-
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Network Function Virtualization 
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Short-‐5me	  scales:	  	  
on-‐demand	  CDN	  deployment	  
	  
Long-‐5me	  scales:	  	  
Placement	  of	  CDN	  servers	  (Gogle	  GGC,	  NeMlix	  
OpenConnect,..),	  Licensed	  CDN	  (Akamai,	  Edgecast,..)	  
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Network Load Balancing 
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An Opportunity for Better Traffic Engineering 

	  

-‐	  Moving	  traffic	  from	  congested	  link	  to	  less	  congested	  
-‐	  Improvement	  in	  the	  networks	  capacity	  (10-‐20%)	  	  	  	  	  	  	  	  
-‐	  Performance	  improvements	  in	  mulGple	  metrics	  
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Locality Improvement 



Summary	  

-‐  A	  large	  frac5on	  of	  the	  Internet	  traffic	  is	  due	  to	  a	  
small	  number	  of	  CDNs	  

-‐  Opportunity	  for	  joint	  CDN	  deployment	  and	  	  
	  	  	  	  co-‐opera5on	  by	  ISP	  and	  CDN	  by	  u5lizing:	  	  
	  	  	  	  	  (1)	  server	  and	  path	  diversity	  
	  	  	  	  	  (2)	  knowledge	  about	  the	  network	  and	  user	  loca5on	  
	  	  	  	  	  (3)	  flexible	  server	  deployment	  
-‐  Benefits	  for	  all	  involved	  par5es	  including	  CDNs,	  ISPs,	  
end-‐users	  
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Thank you! 
 

http://www.smaragdakis.net/research/Collaboration 
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