Summary: CNS Core: Small: A Unified Approach to Internet Performance Measurement

Overview

The use of online applications, such as video streaming and video conferencing, significantly
surged during the COVID-19 pandemic to facilitate virtual meetings and classroom instruction.
Service providers and regulators face increasing pressure to understand the quality of experience
(QoE) of these applications. Poor QoE can greatly degrade the usability of applications and thus
impair the effectiveness of communication and learning. But scientific measurement of QoE faces
a daunting set of challenges.

First, unlike quality of service (QoS) measurements (e.g., latency, loss, throughput) which are
relatively straightforward to write software tools to measure, QoE metrics reflect inherently sub-
jective factors of human-computer interaction, including a user’s past experience and expecta-
tions. Second, studying correlations between QoS and QoE measurements — although critical to
our understanding of the impact of performance degradations on users — is challenged by today’s
traffic engineering practices, which often cause measurement traffic and video traffic to traverse
different paths. To overcome this obstacle, researchers have begun to use public crowdsourcing
platforms to recruit a diverse set of human subjects willing to report their QoE with online appli-
cations. But thus far none of these studies have performed simultaneous network-level measure-
ments to/from those subjects. Another gap particularly relevant to today’s world: current QoE
crowdtesting approaches cannot measure QoE of cloud-based video conferencing, because users
carry out assessments independently. Systematic scientific study of the QoE of modern video
conferencing applications requires inducing conversation and interaction among users, as well as
capturing network path performance metrics between the cloud and multiple users.

We propose to develop and apply a fundamentally new approach to Internet performance
measurement research that will narrow these critical gaps. First, we will extend our unified as-
sessment platform (QUINCE- Quality of Internet Consumer Experience) to crowdsource novel
experiments for measuring the QoE of video streaming and video conferencing. We will leverage
gamification techniques to incentivize subject participation and improve overall efficiency of ex-
perimental effort. Our second task will combine analyses of QUINCE data and external network
topology and performance measurements to diagnose QoE degradations induced by congestion
events on interconnections and last-mile access links.

Intellectual Merit

The intellectual merit of this work lies in our novel methodologies to integrate research areas—
QoE crowdtesting and network performance measurement—in order to identify network bottle-
necks and their impact on the real-world QoE of popular applications. Our research will yield in-
novative techniques to obtain high quality QoE assessments for video streaming and conferencing
applications. We will develop methods to mitigate issues caused by fluctuations in subject avail-
ability. We will strategically select measurement targets based on performance of paths observed
from existing Internet measurement platforms. This coupling will reveal critical performance in-
formation at the time of user QoE assessments.

Broader Impacts

We will broadly disseminate our methods and results to interested communities via publica-
tions, conferences, workshops, and our web site. Our analysis of QoE degradation will enable
us to realistically understand the performance of essential tools for remote learning and telecom-
muting in the United States. The data that we will collect can facilitate training and improve the
accuracy of machine learning and artificial intelligence models to infer QoE from network QoS
metrics. We will mentor a diverse set of undergraduate/high school students, who will learn
about real-world Internet measurement through participating in platform development.
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Project Description

1 Introduction and Motivation

Amid the unprecedented COVID-19 pandemic, people have practiced social distancing to slow
the spread of the virus. Telecommuting, distance learning, and virtual gathering have become
a new normal in the United States. By all accounts, Internet traffic surged during the pandemic
[18, 16, 10, 41, 61, 52, 26]. Video conferencing traffic exploded by 210% - 700% [16, 41, 61], which
contributed to a 30+% growth in upstream traffic [16, 52]. ISPs observed a 20-30% increase in on-
demand and live video streaming traffic [16, 52, 75]. The traffic surge contributed to the overflow
of interconnections with content providers and degraded video quality of experience (QoE) [11,
25]. We are now seeing light at the end of the tunnel for this pandemic, but significant usage
of video streaming and conferencing tools will continue as companies permit their employees
to work from home for a prolonged period. Higher education also accelerated the adoption of
various modes of digital delivery of classes [29], such as fully virtual and hybrid learning models.
We are entering a phase where we need a more rigorous quantitative understanding of the user-
perceived performance of these tools, because they will now compete more aggressively with
in-person alternatives.

Researchers have leveraged public crowdsourcing platforms to recruit human subjects to per-
form QoE assessments [34]. However, on the Internet, many different platforms provide on-
demand and live video streaming using various technologies, CDNSs, and cloud infrastructures.
Different implementations, including the location and bandwidth of video caches, the use of mul-
tiple CDNSs, and the quality adaptation algorithm in video players, make measuring and compar-
ing in-situ user QoE of multiple video streaming providers difficult.

Measuring the QoE of video conferencing is even more challenging because such measurement
requires multiple parties to interact with each other at the same time. Existing laboratory-based
studies (e.g., [66, 65, 68, 67, 72]) are small-scale and conducted in controlled settings, where per-
formance and environment factors can differ from user-perceived experience at home.

The goal of this research is to develop novel, reliable, and scalable QoE crowdtesting method-
ologies to diagnose QoE degradation issues in video streaming and video conferencing applica-
tions. We formulate two tasks to accomplish our goal. Our first task is to design and implement
new experiments to extend the capability of our gamified web platform — Quality of Internet Con-
sumer Experience (QUINCE) [56] — to crowdsource network measurements and QoE assessments
from users of major video streaming platforms. We will also create an interactive environment
with QUINCE connecting multiple subjects to perform QoE assessments on cloud-based video
conferencing applications. We will leverage our longitudinal experiment design to attract subjects
and incentivize sustained participation [57].

In the second task we will analyze the correlation between network performance metrics and
reported QoE. In addition to network measurements embedded in QUINCE, we will leverage
external measurement platforms capable of inferring evidence of interdomain congestion and re-
actively triggering throughput measurements to speed test servers from the cloud. The combined
data will support our analysis of the dynamics of video streaming/conferencing QoE when con-
gestion occurs in interconnections and access networks.

This project is directly responsive to the NSF CNS core program’s research goals of producing
practical abstractions, techniques, tools, artifacts, or datasets that address/enhance both general
and functional requirements of network systems.



2 Background

Crowdsourcing-based QoE assessment. QoE crowdtesting is becoming popular because of the
growing size and diversity of the subject pool, and its cost-effectiveness. Experimenters can
access more than 100K prospective human subjects [21] (also called workers) via public web-
based crowdsourcing platforms [7, 4]. Subjects participate remotely, completing experiments
in exchange for monetary rewards. In 2012, researchers used such techniques to conduct QoE
crowdtesting on videos and picture quality [40, 39, 62]. In 2014, Kraft and Zolzer used HTML5
and JavaScript to crowdsource subjective listening tests. In 2016, researchers developed the Eye-
org platform [70] to record and replay web page loading processes to evaluate the QoE of Web
browsing. In 2020, Yann et al. [77] re-transmitted TV signals as Internet live streaming to perform
randomized experiments that evaluated the performance of video quality adaptation algorithms.
However, these measurements neither asked users for their subjective scores nor collected net-
work topology measurements for performance diagnosis. In 2018 PI Mok developed a unified
platform QUINCE [56] to perform network measurement and QoE assessments, and found that
user’s last-mile throughput correlated with reported YouTube QoE. We propose to use this platform
as a foundation for introducing new types of measurements and analysis that transform the community’s
capability to scientifically study QoE on the Internet.

Researchers have also proposed efforts to improve the reliability and robustness of subjective
QoE crowdtesting results, e.g., filtering out unreliable scores [63, 30]. We will incorporate these as
well as our own techniques [54] to filter out low quality measurements in our experiments.

QoE measurement of video conferencing. Small-scale (8-25 participants) laboratory-based stud-
ies have correlated video conferencing QoE with factors such as coding quality and communica-
tion delay [44] as well as packet buffer sizes [76]. A Dutch research group has been especially
active, developing a testbed with a custom video client to support small (fewer than 30 subjects)
QoE studies [66], such as investigating the effect of network delay and jitter [65], video encod-
ing bitrates and packet loss rate [68, 67], and user age and prior experience [67] on reported QoE
of multi-party video conferencing. They found that participants who led the conversation were
more sensitive to network delay [65], while young or engaged participants were more forgiving
to impairments in video calls [67]. Video quality degradation induced by packet loss was no-
ticeable but acceptable to users in high video bitrate settings [68, 67]. Their customized client
used a peer-to-peer approach to transport, not representative of today’s cloud-based video con-
ferencing applications running over WebRTC protocol in browsers. Two recent laboratory-based
studies (IV < 30) investigated the impact of packet loss [72] and video quality [73] on the QoE of
WebRTC-based conferencing on mobile phones, and showed that slow recovery from packet loss
in congestion control algorithms led to sub-optimal video encoding bitrate.

Gamified QoE assessment. Gamification, defined as the use of game design elements, e.g.,
scores/points, leaderboards, and badges, in non-game contexts [19] has demonstrated utility in
crowdsourcing experiment tasks [33, 58, 59], including improving data quality [42, 31] and user
activity [32, 74]. The use of monetary reward in a gamified image-tagging experiment [27] estab-
lished its ability to incentivize subjects to culminate in more work done to increase efficiency. PI
Mok applied four gamification elements (stories, scores, levels, and badges) in the QUINCE plat-
form to incentivize subjects to perform longitudinal experiments that improved overall efficiency
[57].



3 Existing infrastructure components to support our research agenda

In this research, we will enhance the measurement capability and coverage of QUINCE (§3.1) by
incorporating and advancing techniques from inter-related performance measurement projects.
We will leverage three network measurement platforms/tools (§3.2 - §3.4) to gather network and
video streaming performance data to support our analysis.

3.1 QUINCE - Quality of INternet Consumer Experience

We undertook a two-year effort to build a prototype of QUINCE [56], our gamified web platform
for conducting crowdsourcing-based experiments that capture real-world network performance
and video streaming QoE. Figure 1 shows the overall architecture of QUINCE, including modules
we propose to develop. We partially integrated CAIDA’s MANIC platform with IP geolocation
databases to strategically select measurement destinations for end users and to visualize observed
Internet topology. We implemented four related types of measurements into a unified interface.
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Figure 1: Overall architecture of the QUINCE measurement platform. Boxes with solid line are existing
components of QUINCE. The dot-dashed boxes show the underlying infrastructure that the platforms/tools
rely on. Dotted boxes denote measurement tasks proposed for this project. The middle of the figure shows a
snapshot of the main user interface of QUINCE.

Video streaming QoE assessment. We streamed a short (60-90s) video clip from our own web server
using HTTP Adaptive Streaming (HAS) or from large-scale video service providers (YouTube
and Vimeo) with a customized JavaScript-based video player. Upon completion of the video
playback, we asked subjects to rate their QoE using an Absolute Category Rating (ACR)
method (1:Bad-5:Excellent) [38]. We also simulated different streaming performance condi-
tions by inserting different impairments, such as re-buffering and switching video quality,
with the video player.

File download. We asked subjects to download dedicated web pages, so we could extract host-
names of CDN caches from the source code of these pages for use as target destinations in
subsequent traceroute measurements.

Network performance measurement. We used web-based speed tests to measure network throughput
between a subject’s computer and speed test servers across the Internet. We incorporated
two tests into QUINCE: M-Lab Network Diagnostic Tool (NDT) [47] (downlink and uplink
throughput), and a customized version of fast.com [24] (downlink throughput).



Network topology measurement. We instructed subjects to execute their system’s built-in t raceroute
command to measure paths from their computer to IP destinations. Our platform deter-
mines the IP destinations based on evidence of congestion captured by CAIDA’s MANIC
platform [20] (§3.2) and the hostnames we extracted in the file download task.

In addition to experiment tasks, we recently
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traditional QoE crowdtesting in that we introduce  Figure 2: CDFs of points that subjects earned

an extended study after the subjects complete the ini- i QUINCE. Subjects continued to conduct

tial one. That is, subjects can revisit the platform to ~ experiments after meeting the minimum re-

perform more tasks over a period of time. This de- quirement. Dotted grey line indicates the score
sign has three major advantages. First, the extended  that QUINCE notifies subjects about reaching
study increases the overall efficiency of the experi-  the maximum reward.

ment campaign, because we do not need to repeat instructions again to returning participants.
Second, by collecting more ratings from the same subjects, we reduce variances induced by en-
vironmental factors across subjects, which leads to more reliable results. Third, the experiment
campaign looks more attractive to subjects, as it can lead to a larger reward than other one-off
crowdsourcing tasks.

Preliminary results. We performed two IRB-approved studies in July 2019 (Study A) and
December 2019 (Study B) on Amazon Mechanical Turk. We recruited more than 500 subjects from
over 150 cities and 60 ISPs in the United States. More than 70% of subjects enrolled in the extended
study. Half of them achieved at least 5.5 times more than the minimum required points (Figure 2).
Task completion time for all four types of experiments dropped by 18.8%-46.1% from the subject’s
first attempt over the course of the experiment, reducing the cost per QoE rating up to 67%. Most
important, despite lowering the monetary cost, our framework did not jeopardize the reliability
and achieved similar inter-rater reliability to one-off QoE crowdtesting.

3.2 MANIC - Measurement and ANalysis of Internet Congestion

CAIDA’s MANIC platform [20] uses bdrmap [46] to identify all interdomain links (links intercon-
necting two networks) visible from vantage points (VPs) in access ISPs. The VPs run Time-Series
Latency Probing (TSLP) [45] to continuously measure the round-trip latency (RTT) to the near and
far side of the router interfaces of the interdomain links. MANIC analyzes the patterns in RTTs to
infer congestion on the interdomain links. MANIC is currently performing measurements from
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51 active CAIDA’s Ark VPs in 39 ISPs. We will use MANIC’s data APIs [12] to obtain interdomain
link information, including the IP addresses of the router interfaces and the inferred level of con-

gestion, as one of the data sources for analyzing the QoE and network topology data that we will
collect with QUINCE.

3.3 CLASP - CLoud-based Applications Speed Platform

Apart from measuring from the edge, PI Mok developed CLASP [55] to monitor the network per-
formance between the cloud and access ISPs during the pandemic. The results revealed evidence
of congestion both downlink /uplink directions, potentially affecting video conferencing/streaming
performance in some ISPs. CLASP launches virtual machines (VMs) in different cloud regions of
Amazon AWS, Google Cloud, and Microsoft Azure via the cloud platform APIs as VPs. The VMs
execute speed tests to a selected set of servers in multiple speed test infrastructures (Ookla [60],
Comcast [15], and M-Lab [3]) to measure download/upload throughput measurements, and run
bdrmap [46] to discover interdomain links between each cloud region and ISPs. We will couple
QUINCE with CLASP to deploy targeted measurements based on information from QUINCE to
enable a more comprehensive and accurate measurement capabilities.

3.4 YouTube-test

YouTube-test [6], developed by our collaborator, Dr. Vaibhav Bajpai and his team, measures the
performance of YouTube video streaming by mimicking a normal video watching session that
streams a short (60-90 seconds) YouTube video. It then reports the hostname and IP address of
the video cache and performance metrics including the throughput, start-up delay, number of re-
buffering events, and video bitrate. The latest version of the test streams YouTube videos over
QUIC and is running on over 100 SamKnows VPs.

4 Research agenda

This research divides into two tasks, tackling six fundamental challenges in QoE crowdtesting

and data acquisition and analytics for diagnosing real-life QoE of Internet users. Our first task

(§4.1) will investigate three problems with traditional QoE crowdtesting that cause unrealistic

measurement parameters, constrain the type of applications, and restrict the scale of experiments.

We will implement the solutions in QUINCE and evaluate them by deploying experiments on

public crowdsourcing platforms.

1. Impractical measurement parameters. Simulated impairments cannot capture realistic dynamics
of modern streaming services, including proprietary bitrate adaptation algorithms and video
encoding schemes to mitigate network quality degradation in close to real-time.

2. Unable to conduct video conferencing QoE assessments. Existing QoE crowdtesting platforms only
deliver content to subjects. Inter-subject interaction is necessary for conducting multi-party
video conferencing QoE assessments.

3. Low overall efficiency. One-off experiment campaigns are inefficient, as subjects spend a signifi-
cant portion of time on training rather than the actual assessment task [57]. It is also hard to
obtain repeated measurements and longitudinal data from the same set of subjects.

The enhanced platform will enable us to conduct scalable and reliable network and QoE mea-
surements from end users. Our second task (§4.2) is to analyze these data to diagnose QoE degra-
dation in the wild. We will focus on how congestion events on interdomain links and the quality
of last-mile links impact the QoE, because these two sections of the network paths are prone to
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performance degradation. The characteristics of QUINCE data will bring us three challenges (I -

III) to perform robust data analysis.

I. Limited amount of topology measurement data. QUINCE relies on subjects to conduct traceroutes
manually, but we cannot expect them to perform the comprehensive scans of the Internet
needed to identify interdomain links [46, 48].

II. Low measurement frequency. Revealing congestion events on interdomain links requires high fre-
quency measurements around-the-clock to capture inflated round-trip latency or decreased
throughput. However, the volume and time granularity of QUINCE measurement data
largely depends on the subjects’ revisit frequency (e.g., a few times per day) and availability
(e.g., after work hours). Without strategic sampling, the data will be too sparse to capture
trends and changes in network performance and allow us to isolate confounding factors.

III. Variability in throughput measurement. The deployment, location, and selection of speed test
servers can impact on the accuracy of web-based throughput measurements for evaluating
user’s last-mile available bandwidth.

4.1 Task 1: Assessing the in-situ QoE from the crowd

In the first task, we will propose three transformative changes to overcome limitations in QoE
crowdtesting (1 - 3) to improve efficiency, scalability, and capability.
1. We propose three new types of video streaming QoE assessments to reveal real-life video
streaming QoE perceived by end-users (§4.1.1).
2. We will design and implement reliable experiment protocols and a cloud-based measure-
ment infrastructure to crowdsource video conferencing experiments (§4.1.2).
3. We will investigate gamification techniques to improve subject engagement and incentivize
participation in multi-party experiments (§4.1.3).

4.1.1 Measuring in-situ video streaming QoE

Embedding videos streamed from large-scale video content providers. Measuring the QoE of
large-scale video streaming platforms is vital to understanding the performance perceived by
most Internet users. However, it is infeasible to capture fine-grain streaming performance data
or monitor subjects on third-party web sites because of the same-origin policy [50]. Instead, we
will use video player APIs provided by video streaming platforms to embed videos into QUINCE.
The embedded player downloads videos in the same fashion as the native player on the plat-
form’s website. These APIs also provide basic information from which to infer streaming perfor-
mance: video quality level, length of buffered video, and current playtime. We will select Creative
Common license videos from four major video platforms (YouTube [78], Vimeo [71], Dailymotion
[17], and Twitch [69]) and embed them into QUINCE. In addition to video-on-demand streaming,
our player will support live streaming (in all four platforms) and 360° videos (only available in
YouTube and Vimeo). Because we cannot preview the content of live streaming, we will prepare
our own videos and broadcast them as live streams on these platforms.

The APIs we will use do not provide network layer information about streaming sessions, such
as video cache assignment and network protocols (i.e., IPv4 vs. IPv6), which is essential to analyze
performance problems. We will study the mechanism used to initialize streaming in each plat-
form to identify the cache that serves the video content. It is challenging to locate the web page
or RESTful API that contains the cache information, because the source code of video streaming
websites is often encoded and the implementation varies. We plan to use Chrome’s DevTools [14]
to download the source code and capture HTTP transactions during video streaming. We will
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extract the hostnames of servers that sent video data and search the source code for the same host-
names (Figure 3). We will use the File Download task in QUINCE to request that users download
those URLs upon completion of a video QoE test. We will parse the uploaded file on-the-fly and
instruct subjects to conduct traceroutes toward the caches to capture forward network paths and
their IPv6 connectivity to the video caches.

ndv7sn76%26mm%3031%252C26%26itagk3D22%26mt%301535242901%26mime3Dvideoik252Fmpd®2 6e
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Figure 3: A code segment of a YouTube video page, which embeds the YouTube CDN cache hostname as-
signed to our test session. We will apply this technique to extract cache assignment information for other
video streaming platforms.

Measuring video streaming services on CDNs and cloud platforms. CDNs (e.g., Cloudflare
and CloudFront) and cloud platforms (e.g., Amazon AWS, Microsoft Azure, and Google Cloud
Platform) are popular options to deliver video content to end-users, particularly for small-scale
websites. We will leverage cloud computing resources through CloudBank to host video clips on
different regions of the three cloud platforms. Apart from streaming from the nearest region to
the location of subjects, we will assign subjects to stream from other cloud regions. This approach
will allow us to conduct measurements across various cloud providers and regions.

Simulating realistic streaming performance impairments. We will use the QUINCE video player
to inject impairments commonly found in HTTP Adaptive streaming, including re-buffering and
changing video bitrate. Our parameterization of impairment severity will leverage historical
streaming performance measurement data captured by the YouTube-test [6].
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Figure 4: TSLP and YouTube-test measurements from an Ark node in Las Vegas. Both near and far side
round-trip delay were elevated, indicating the access link was probably the bottleneck. We did not observe
re-buffering events during this time, but start-up delay showed significant degradation (elevated black dots).
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Figure 4 shows three days of measurement data obtained by this tool running on an Ark VP.
The top figures plot the round-trip delay measured by TSLP [45] to the near and far-side of the
interdomain link traversed toward the YouTube video cache. The middle and bottom figures
show the average download throughput of video chunks (ON period throughput) and the start-up
delay of the test video captured by the YouTube-test, respectively. In the evening of November 30
and December 1, 2019, network performance was severely degraded, as indicated by the inflated
RTTs and reduced throughput. Over the same period, the start-up delay increased up to 17.5
seconds. We will use such historical measurement data to inform our instantiation of impairment
parameters for reconstructing video playback in QUINCE and allow subjects to evaluate the QoE
degradation caused by this simulated network congestion. We will collaborate with Dr. Vaibhav
Bajpai to obtain the measurement data he collected from more than 100 SamKnows vantage points
(LoC) (§3.4). We will further expand the coverage by running the YouTube-test on more Ark
vantage points and measuring other popular video streaming providers.

4.1.2 Measuring the QoE of video conferencing

Crowdsourcing subjective assessment of video conferencing is much more challenging than video
streaming, because it requires multiple subjects from different geographic locations to interact
in a meaningful context that can resemble a real-life video conferencing experience. Previous
standardization efforts (e.g., ITU-T Recommendation P.920 [36] and P.1301 [37]) only applied to a
controlled environment. In this task, we will adapt and gamify protocols used in controlled exper-
iments into crowdsourcing scenarios and will integrate the assessment capability into QUINCE.

We will design new tasks for subjects to assess impairments that can affect the QoE of video
conferencing. Our assessments will examine how speech delay and interactivity using screen
sharing impact the QoE. We will display random numbers or names on the subjects screen after
he/she has started a call. We will instruct the subject to say the displayed number or name to the
other subject(s). At the same time, we will ask the other subject(s) to type the number or name as
soon as they hear it. The subjects will alternate roles as the speaker or the listener. Our task will
allow subjects to repeat the experiment as many times as possible within a fixed time period.

We will develop a collaboration task to evaluate interactivity by adapting the building block
task described in [36], which requires subjects to rebuild an object based on instructions provided
by remote participants. The original in-person design required experimenters to provide a block
puzzle to one of the subjects, who then shows the rebuilding process to another subject through a
webcam. However, this design is impractical in crowdsourcing scenarios due to lack of physical
contact with subjects, and the use of a webcam at home leads to privacy concerns.

Our design will leverage the screen sharing function to facilitate information exchange be-
tween subjects, which is representative of virtual presentation or remote learning scenarios. We
will display a complete picture of an object to only one of the subjects and show virtual loose
blocks on others interfaces. We will ask the subjects to share the screen in the video call. The sub-
ject who has the complete picture will be responsible for guiding the others to rebuild the object
by observing their screen sharing. After completing the tasks, we will instruct subjects to use the
scale described in [36, 37], and a 5-point Likert scale, to rate their perceived quality of experience
for video/audio quality and the interactive conversation, respectively. Subjects” reliability and
performance (task completion) could be degraded due to loss of attention, instead of poor QoE.
Apart from gamifying the protocol to boost the subject’s attention span, we will display pop-up
messages at random times, requiring subjects to click and dismiss them, as an attention check.

We will deploy a cloud-based video conferencing testbed [8] using open-source media servers,
such as Jitsi [1], Kurento[2], and OpenVidu[5], to support our experiments. We will deploy at least
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one video conferencing server in different cloud regions in the U.S. to handle video calls between
subjects. Similar to commodity platforms, these media servers employ the WebRTC protocol to
transfer video/audio data directly to/from browsers. We will record the experiment calls in the
cloud and the performance data (e.g., video bitrate) collected from the subjects” browsers to cap-
ture a comprehensive view of application performance. The video conferencing servers will also
reactively perform traceroutes toward connected clients for subsequent use in path diagnosis.

4.1.3 Improving subject engagement via gamification

Our current QUINCE platform applies several gamification techniques to motivate users to con-
tribute and improve the richness and quality of measurement data captured. QUINCE uses a
map-based design (middle of Figure 1), and presents a mission to help diagnose Internet paths.
QUINCE uses a scoring system to quantify work that users accomplish, and awards badges to
recognize achievements.

—
o]
o

|—Submissions mmmn Subjects|

o
o
o

# Subjectshr
(#submissions
f#tsubject)

o

Subject throughput

# Submissions/hr

o
—_—
he]
[#%]
ook
o
)]
|

(b) Total number of submissions divided by number of
(a) The number of submissions and number of active sub- unique subjects per hour. Each subject submitted on av-
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ternet usage. line) indicates an increasing trend in this throughput.

Figure 5: Hourly performance of subjects in our MTurk study.

We studied the behavior of subjects in our preliminary study (Study B). We published the
study to MTurk at 1:35am, and within an hour, subjects had performed almost 600 measurement
tasks. We received over 200 submissions per hour from at least 30 subjects throughout the first
day (Figure 5a. We observed a diurnal pattern, which peaked in the evening (7pm-11pm). In peak
hours, more than 20 subjects submitted over 200 measurements per hour. In off-peak hours, about

10 subjects still submitted at least 50 measurements per hour.

We further analyzed the subject throughput (= # gfosfusllnlr{);iggti;)n

formance throughout the campaign (Figure 5b). After the first two hours when subjects went
through the tutorial, performance (subject task completion rate) increased over time.

This motivating result showed that our experiment framework can effectively support large-
scale longitudinal QoE assessments. Furthermore, we collect measurements around-the-clock
with more samples during peak hours, providing us opportunities to diagnose QoE degradation
due to Internet congestion.

We will introduce new gamification features to further boost subject’s intrinsic motivation.
We will use rankings and leaderboards to inspire competition among users. Instead of using an
“all-time” leaderboard that may discourage new users, we will present a “last-day” leaderboard
to show scores earned the day before [35]. By introducing inter-subject competitions, we will
investigate the effectiveness of new features by comparing the number of subjects participating in
the extended study with our previous results.

) to understand their task per-
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We will study the use of game design patterns [19] to moderate the behavior of subjects. We
will focus on not only on attracting subjects to revisit our platform, but also performing tasks at
a requested time. This functionality is essential to video conferencing QoE assessments, which
require two or more simultaneously available subjects. We plan to use two methods to enhance
the game pattern. First, we will use HTML5's service worker API [51] to emit (optional) sound
and visual notifications about new measurement tasks, as we expect some subjects may keep
the QUINCE browser tab running in the background. Second, we will organize virtual events in
QUINCE to invite subjects to perform tasks at a scheduled time. These two elements will improve
participation in the collaborative video conferencing experiments. We will also initiate additional
measurements during peak hours, when congestion events are most likely.

414 Expected outcomes

This task will deliver reliable crowdsourcing-based methodologies for measuring the QoE of
large-scale video streaming and video conferencing services. We will also investigate the effect
of various gamification techniques on subject’s performance and behavior.

Results of our development efforts will enable us to collect network performance/topology
data, application performance data, and QoE assessments on a single unified platform. We will
use the extended QUINCE platform to carry out at least three experiment campaigns to collect
over 100K subjective scores from more than 1,000 subjects in the United States. The data will lead
us to the second task on understanding network-induced QoE degradation.

Limitations of approach. QUINCE supports measurements on desktops and laptops but not
mobile devices. Although the mobile user base of crowdsourcing platforms is expanding it is still
a minority. Some of QUINCE’s tools (e.g., the video player) can run in a mobile environment
with a browser, but we believe scientific measurements of QoE on mobile devices will require im-
plementing a native application. First, it is very complicated (sometimes impossible) for mobile
users to execute traceroute measurements in smartphones without installing additional applica-
tions. Furthermore, native applications can minimize overhead in user space, improving accuracy
[43]. We leave mobile QoE measurement to future work.

4.2 Task 2: Diagnosing QoE degradation with network measurement

Our second task will involve analyzing performance and topology data on both interdomain links
between ISPs and content providers/cloud platforms and intra-ISP paths that connected the end-
users. We will integrate three measurement platforms (§3) to tackle the three challenges outlined
in §4. We will develop two methodologies to obtain supplementary data to map the interconnec-
tions traversed by subjects, infer performance of these interconnections, and determine whether
subjects experience congestion events when they perform QUINCE experiments. We will also
improve the coverage of speed test measurements in QUINCE for reliable estimates of last-mile
performance.

I. We will integrate data and inference from CAIDA’s MANIC platform [20] (§3.2) to identify
the interconnects that QUINCE subjects and YouTube-test (§3.4) use to access the content
providers and the cloud.

II. We will reactively target measurements using CLASP (§3.3) to measure throughput between
cloud platforms and the subject’s access ISPs throughout QUINCE experiment campaigns.

III. We will leverage multiple speed test platforms to provide comprehensive network coverage

and accurate estimation of the subject’s last mile capacity. Therefore, we will be able to
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determine whether the last-mile link is a bottleneck to the video streaming performance.
The coverage of network paths by each platform is different, depending on the location and
network of the VPs and the measurement methodologies. Figure 6 shows an overview of network
paths and end-points covered by the four measurement platforms. Measurements in MANIC,
CLASP, and YouTube-test may share common interdomain links with QUINCE measurements,
providing opportunities for joint analysis.

——— MANIC
——— YouTube-test
— CLASP

Neighbour

Video cache

S

ontent provider AS

Cloud platform

Figure 6: Coverage of network paths by four measurement infrastructures. The YouTube-test from Ark
and SamKnows VPs measures the end-to-end YouTube streaming performance (red paths). The MANIC
platform monitors congestion events on interdomain links to neighboring ASes of the access ISPs hosting
Ark VPs (green paths). The CLASP platform [55] measures the network throughput between the cloud
regions and the core network of ISPs (purple path). The QUINCE platform initiates measurements from
end-users to video streaming services for video streaming QoE and performance (solid orange path), speed
test servers for network throughput (dotted dash orange path), and cloud platforms for video streaming and
teleconferencing for application QoE.

4.2.1 Correlating QoE degradation with interdomain congestion events

Annotating topology measurement data with MANIC’s interdomain link inference. Our ap-
proach to investigating the correlation between interdomain congestion events and QoE is to seek
overlapping interdomain links observed by both QUINCE subjects and CAIDA’s MANIC plat-
form. To this end, we will ask subjects to perform traceroute measurements toward the IP ad-
dresses of video caches or video conferencing servers right before or after the assessments. We
will use the interdomain links discovered by the MANIC platform to identify interdomain links
in traceroutes submitted by QUINCE subjects. Each interdomain link is represented by a pair of IP
addresses indicating the near and far side interfaces of the routers. We will compare consecutive
IP hops in traceroutes with the IP pairs observed by MANIC’s Ark VPs in the same ISP [53]. We
will use MANIC data APIs to extract the level of congestion for identified links, and correlate it
with reported QoE measurements. We will apply the same method to traceroute data collected
from YouTube-test.

Figure 7 shows the reported QoE of 5 I
Vimeo hosted by Akamai from QUINCE sub- 4 I
|

jects in four US major ISPs (AT&T, Com-
cast, Spectrum, and Centurylink) that we
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MOS
N

—_

11 & 8 5 L8 b B
NS YT AN W W O Y
& & F o NI
PR R ISP

Subject ISP ASN-linkID

TCiorive 7 Vivmioen MOSoc v c1ihiorte 71nhn traseveod



the traceroute data submitted by subjects.
MANIC also monitored these links during
the experiment period. Two links (7922-
4 and 209-2), connected between Comcast
(AS7922)/CenturyLink (AS209) and Akamai,
showed evidence of congestion. The MOS
rated by subjects traversing the congested
links were sightly lower than those using un-
congested links. As we increase the scale of measurement, we expect to improve the coverage of
interdomain links measured by QUINCE. We will apply robust statistical analysis, such as anal-
ysis of variance (ANOVA) and student ¢-tests, and compare differences in QoE under different
network scenarios. We will also build machine learning models (e.g., [9]) to help operators infer
the QoE from network performance metrics.

Triggering reactive measurements from the cloud. To extend our visibility beyond Ark vantage
points, we will use CLASP to reactively launch throughput measurements from virtual machines
(VMs) in cloud platforms to speed test servers in QUINCE users’ ISPs [55]. Therefore, we will
be able to continuously capture network performance perceived by cloud-based video stream-
ing /conferencing traffic to a subject’s ISP.

When a subject first accesses the QUINCE platform, we will use prefix-to-AS mapping [13]
and IP geolocation databases (e.g., MaxMind GeolP2 [49], NetAcuity [22]) to resolve his/her IP
address to the AS number and physical location, respectively. We will then select the nearest avail-
able server in Ookla, M-Lab NDT, or Comcast speed test platforms in the same ISPs as the subjects.
We will conduct traceroute measurements 9 600
from VMs to both subjects and speed test Q.
servers to examine whether the speed test
servers share the same interconnections with
the network paths toward the subjects. We
will launch hourly throughput measure-
ments to the selected servers from cloud re-
gions and platforms that will serve video
clips or host video calls for subjects. Lon-
gitudinal measurement data will capture
trends and variations in network perfor-
mance that likely impact videoconferenc-
ing performance, e.g., Figure 8. We will
compare the assessments we conduct in
congested /non-congested periods to under-
stand the relationship between network con-
gestion and video conferencing QoE. On the
other hand, upload throughput (from cloud
to ISPs) will be useful for us to study cloud-

based video streaming QoE. Figure 8: Hourly download throughput from Cox
(Las Veguas) speed test server to GCP West 1 region.

Throughput drops reveal evidence of congestion in the
direction toward the cloud, which may impair cloud-
based videoconferencing QoE.
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4.2.2 Analyzing the impact of the last-mile
bandwidth on the QoE

Another factor influencing application per-

formance and QOoE is the quality of the last-

mile networks. Increased usage of remote learning or telecommuting application during the
COVID-19 pandemic increased the occurrence of last-mile congestion in the U.S. [28].

We will use web-based speed tests embedded in
QUINCE to measure download and upload through-
put. Although speed test servers may not be in the
same network as the video caches or video conferenc-
ing servers, the tests are effective to saturate and mea-
sure the available bandwidth of the last-mile link.

Placement of speed test servers and measurement
methodology can influence test results. Using servers
far from users may imply a latency so high that it pre-
vents a user from saturating the access link. We will
capture the latency between subjects and test servers  Figure 9: The lowest YouTube QoE rating
from the browser to ensure that they are sufficiently  we observed in each range of NDT down-
close. We will also embed multiple tests (M-Lab NDT,  load throughput [56].
fast.com, and Comcast speed test) in QUINCE to cross-
validate measurement results (§3.1).

We recently studied the relationship between YouTube QoE and download throughput mea-
sured by M-Lab NDT [56] (Figure 9) Even for subjects with downlink throughput as high as
50Mbps, YouTube performance could be unsatisfactory (rating < 3). These results illustrate the
non-obvious relationship between observable QoS metrics and user-reported QoE metrics, the
target of this research task.

fﬁ\%@\ 2 P>
S@e /\‘0" SN
NDT download
throughput/Mbps

YouTube QoE rating
N B

4.3 Expected research outcome

We will develop and evaluate the two methodologies to overcome limitations of crowdsourcing-
based measurements in identifying and inferring congestion events on interdomain links across
CDNs and cloud platforms. We will also conduct robust measurements to estimate the bandwidth
of the subject’s last-mile link to control for this confounding factor in our congestion analysis. With
subjective ratings on various network conditions, we will be able to scientifically understand how
interdomain link congestion and the quality of access links impact user QoE in the wild.

5 Evaluation and validation plan

System evaluation. We will use four metrics to benchmark the performance of QUINCE.

Response rate. The response rate quantifies how many users correctly perform various measure-
ment tasks. We will also consider how many video conferencing tests the subjects perform
to assess the effectiveness of QUINCE in incentivizing crowdsourcing subjects to perform
interactive experiments.

Subject revisit intention and throughput. The return of trained subjects is the key to efficiency of our
experiments. We will quantify subjects” throughput using the number of measurements
contributed in each visit. We will also examine the effectiveness of gamification techniques
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on the subjects’ revisit pattern by evaluating the participation rate and responsiveness to
browser notifications.

Duwell time. To avoid excessive repetition of experiments, we set a cool-down time for each mea-
surement task, during which subjects will not find any available task. The dwell time mea-
sures the time the subjects remain on our platform waiting for new tasks, an indicator of
engagement.

Cost. The cost is the average financial cost per subject and per measurement. We expect the cost
of our longitudinal experiment design will lower this cost by at least 30% from one-off ex-
perimental approaches.

Evaluating the reliability of QoE measurements. Due to the subjective nature of QoE measure-
ments, ground truth is not so meaningful a concept as with other network measurements. We will
use two approaches to assess the reliability of subjective assessments performed in QUINCE. First,
we will evaluate inter-rater reliability between subjects, to quantify differences in rating between
subjects under the same conditions. High inter-rater reliability provides more confidence to the
results because low-quality subjects tend to provide random ratings.

Our second approach will cross-validate QoE assessments in QUINCE with traditional labora-
tory experiments. QUINCE collects the video playback using information from video player and
records video conferencing sessions in the experiments. We will reproduce part of the playback
episodes and recordings that have large disagreement between subjects, and re-evaluate them in
laboratory experiments. We will recruit students on campus to perform pilot experiments under
close supervision. The ratings will serve as the gold standard data. We will compare the statistical
significance of the difference between the MOSes obtained from the lab and crowdsourcing en-
vironment. We will also use the user behavior that we captured in the pilot experiments to train
machine learning models to identify low-quality crowdsourcing workers (e.g., [54]).

Evaluating topology coverage and performance measurements. We will analyze the diversity
of ISPs and geographic coverage of QUINCE subjects. Furthermore, we will examine the number
of overlapping interdomain links observed by both QUINCE and other measurement platforms.
We will study the effectiveness of the two methods in task 2 for supplementing interdomain con-
gestion data using data from MANIC and CLASP.

We will use a semi-controlled testbed, where we can emulate network performance (e.g., link
capacity, packet loss rate, latency) between a test host and the Internet, to reproduce throughput
tests, video streaming and video conferencing performance. We will compare measured perfor-
mance from QUINCE subjects against testbed subjects. We will also cross-validate measurement
data captured on the server side, including the TCP_INFO statistics recorded by M-Lab NDT [47].
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