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Abstract—One challenge in understanding the evolution of
the Internet infrastructure is the lack of systematic mechanisms
for monitoring the extent to which allocated IP addresses are
actually used. In this paper we advance the science of inferring
IPv4 address space utilization by proposing a novel taxonomy
and analyzing and correlating results obtained through different
types of measurements. We have previously studied an approach
based on passive measurements that can reveal used portions
of the address space unseen by active approaches. In this
paper, we study such passive approaches in detail, extending our
methodology to new types of vantage points and identifying traffic
components that most significantly contribute to discovering used
IPv4 network blocks. We then combine the results we obtained
through passive measurements together with data from active
measurement studies, as well as measurements from BGP and
additional datasets available to researchers. Through the analysis
of this large collection of heterogeneous datasets, we substantially
improve the state of the art in terms of: (i) understanding
the challenges and opportunities in using passive and active
techniques to study address utilization; and (ii) knowledge of
the utilization of the IPv4 space.

Index Terms—Computer networks, Internet, IP networks

I. INTRODUCTION

N September 2015 the American Registry for Internet

Numbers (ARIN) exhausted its [Pv4 address space, making
it the fourth RIR unable to allocate new IP addresses. This
historical event has been anticipated for decades, accompanied
by intense debates over address management policy, IPv6 tran-
sition, and IPv4 address markets [1]-[4]. One thread in these
debates is how many of the currently allocated IPv4 addresses
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are actually meaningfully “used” (we provide our definition
of used in Section IV), and how effective different approaches
could be to reallocate addresses to increase overall efficiency
of usage. More generally, precise knowledge of IPv4 address
space usage has applications in network security analysis
(e.g., supporting detection of address squatting, informing host
reputation systems), active measurement experiment design
(e.g., selecting targets), and to estimate Internet evolution over
time and across geographic regions.

However, only one project (Heidemann et al. [5]) presently
measures — by collecting and analyzing responses to ICMP
echo requests — which allocated addresses are actually being
visibly used. Unfortunately, measurement campaigns based on
Internet-wide active probing can only illuminate a portion of
the used address space, because of (i) operational filtering
of scanning or (ii) potential violation of acceptable usage
policies, triggering either complaints or blacklisting of the
measurement infrastructure. Recently, Dainotti et al. [6]
proposed an approach based on passive measurements, which
is complementary to [5] and promises significant improvement
when surveying Internet address usage at /24 address-block
(/24 blocks, in the following) granularity. Passive measure-
ments may also compensate for active approaches’ inability
to scale for use in a future IPv6 census [7].

Building on Heidemann’s landmark work and on the novel
concepts introduced in [6], our goal in this study is to improve
the science of Internet address usage inference in a systematic
way. We contribute to this field from different angles:

o Taxonomic. We propose a taxonomy of address space
utilization that pertains to the whole address space and we
introduce metrics to analyze the results of census studies.

e Methodological. We extend the passive-measurement ap-
proach presented in [6] to vantage points and network
measurements of different type. In total we consider:
(1) full packet traces from a large darknet; (ii) NetFlow
logs from a national academic network; (iii) sampled
packet traces from one of the largest Internet exchange
points (IXP) worldwide; (iv) traffic classification logs
from residential customers of a European ISP. Thanks
to the availability of these diverse datasets, we scrutinize
the general applicability and limitations of this approach.
We analyze how inferences of active address blocks
can be influenced by characteristics specific to traffic
observation vantage points, such as traffic composition,
size of the monitored address space, and duration and
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time of the measurement. We find that all the four types of
vantage points (VPs) are reasonably robust to variations
in these characteristics and we provide insights to guide
researchers in replicating our methodology on other VPs.
o Knowledge and implications. We combine seven passive
and active measurement datasets to perform the first
extended IPv4 Census using our taxonomy. We compare
our results to the state of the art represented by the ISI
census [5] and obtain an increase of 15.6% over ISI. In
this process, we also learn novel insights about the views
obtained through active and passive measurements (e.g.,
we identify special categories of address blocks that do
not seem to generate traffic on the public Internet, unless
solicited) which can inspire additional work in surveying
address space utilization [8].
We then analyze the results of our census, which esti-
mates that only 37% of the usable IPv4 space is used,
and that 3.4M assigned /24 blocks are not even visible in
the global BGP routing system. We analyze how unused
space is distributed across RIRs, countries, continents,
and ASes and we infer that only 9.5% of the legacy /24
blocks are used and that most unused address blocks are
in the U.S.
Finally, we discuss how scientific studies of Internet-
related phenomena might change if they used this ex-
tended dataset instead of other related data sets to es-
timate the address space of ASes or countries. As an
example, we show the impact on CAIDA AS Rank [9].

Section II and Section III describe related work and the
datasets we use in our study. Section IV introduces our new
taxonomy for IPv4 address space utilization and provides a
first insight in our findings. Section V extends and provides
a detailed evaluation of our passive traffic methodology. Sec-
tion VI combines passive and active measurement approaches
and examines their different contributions. Section VII char-
acterizes the utilization of the address space and the potential
impact of using our dataset (shared through the PREDICT
repository [10]) in other research studies. Section VIII offers
promising directions for applicability and extension of this
work.

II. RELATED WORK

Huston [2]-[4], [11] has provided a wealth of statistics and
projections related to allocated and routed IPv4 address space,
although he does not attempt to discern if allocated or routed
addresses are actually used (for any definition). In a study
of allocated and routed addresses, Meng et al. [12] found that
most IPv4 prefixes allocated between 1997 and 2004 appeared
in the global routing system within 75 days.

With respect to measurement to evaluate actual address
usage, USC’s long-standing effort [5], [13] periodically probes
the entire IPv4 space with ICMP echo requests. Probing every
routed IPv4 address over ~30 days, repeated multiple times
between 2005 and 2007, they observed only 3.6% of allocated
addresses responding [5]. In developing their methodology,
they compared ICMP and TCP probing to passive traffic
observation of USC addresses on USC’s own campus network,

finding 14% more USC IP addresses visible to ICMP than
to TCP, and 28% more USC IP addresses visible to passive
traffic observation than to either ICMP or TCP active probing.
But each method observed some IP addresses missed by other
methods. Also, Bartlett et al. [14] found that passive traffic
observation and active probing complemented each other for
the purpose of discovering active network services on campus.
In this work, we also find that active and passive methods are
able to observe different subsets of addresses (Section VI), but
unlike [5], we use our passive monitors to infer usage about
the entire Internet instead of only hosts internal to a network
we monitor.

However, passive measurements introduce their own chal-
lenges, most notably the presence of traffic using spoofed
source IP addresses, which can badly pollute estimates if not
removed. In [6], we introduced a methodology validated on
two sources of traffic data available to us in 2012. In this work,
we extend this approach to two additional types of data sources
— the most challenging of which is sampled traffic captured at
an IXP — and we then examine how resulting inferences can
be influenced by characteristics specific to observation vantage
points, such as traffic composition, size of the monitored
address space, and duration and time of the measurement.

Others have also explored the use of passive data to estimate
specific usage characteristics of IPv4 addresses. Zander et
al. [15] estimated the number of used IPv4 addresses by
applying a capture-recapture method for estimating population
sizes on active and passive measurement logs of IP addresses
collected from sources such as web servers and spam black-
lists. This work is largely complementary to ours, since it does
not focus on improving active and passive methodologies to
collect census data and understand their complementarity, but
rather proposes an approach to estimate the size of the used
space that such methodologies fail to observe.

Durumeric et al. [16] explored the system challenges of
active Internet-wide scanning in developing Zmap, a scanner
that probes the entire IPv4 address space in under 45 minutes
from a single machine. Accelerated scanning was also a goal
of an Internet Census illegally (and anonymously) performed
in 2012 from a botnet [17], although their methods were
neither well-documented nor validated [18]. Finally, Cai et
al. [13] explore (and undertake several) potential applications
of clustering active probes to infer address usage, including un-
derstanding how efficiently individual address blocks are used,
assessing the prevalence of dynamic address management, and
distinguishing low-bitrate from broadband edge links.

III. DATASETS

Table I summarizes the datasets we use, which include 4
types of passive traffic traces (from a darknet, an academic ISP,
an IXP, and a residential ISP), 3 types of active measurements,
BGP data, IPv4 address allocation data, and derived data about
geolocations and ASes. They were collected between July and
October 2013.

Passive Data-plane Measurements. We apply our passive
methodology for inferring used /24 blocks to the following
four VPs, each of which retains traffic data in different formats
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Dataset

Source type

[ Data format [ Period

UCSD-NT [19] Traffic: Darknet full packet traces July 23 to August 25, 2013
SWITCH [20] Traffic: Live Academic Net. Netflow logs July 23 to August 25, 2013
IXP [21] Traffic: IXP sFlow packet samples July 8 to July 28, August 12 to September 8, 2013
R-ISP [22] Traffic: Residential ISP Tstat [23] logs July 1 to September 31, 2013
IST [24] Active Probing: ICMP ping logs July 23 to August 25, 2013
HTTP [25] Active Probing: HTTP GET logs October 29, 2013
ARK-TTL [26] Active Probing: traceroute logs July to September, 2013
BGP [27], [28] BGP announcements RIBs July to September, 2013
Available Blocks [29] TANA/RIRs IP ranges October 1, 2013
NetAcuity Edge [30] IP Geolocation IP ranges July 2013
prefix2AS [31] BGP announcements prefix to ASN July 2013

TABLE I: We infer used /24 blocks from passively collected traffic (UCSD-NT, SWITCH, IXP, R-ISP) and active probing (ISI, HTTP,
ARK-TTL). The remaining datasets are used to infer both usable and routed prefixes, or label prefixes according to geolocation and AS.

and thus requires different approaches to filtering for use in
a census (Section V). SWITCH: We collected unsampled
NetFlow records from all the border routers of SWITCH, a
national academic backbone network serving 46 single-homed
universities and research institutes in Switzerland [20]. The
monitored address range of SWITCH contains 2.2 million IP
addresses, which correspond to a continuous block slightly
larger than a /11. R-ISP: We collected per-flow logs from a
vantage point monitoring traffic of about 25,000 residential
ADSL customers of a major European ISP [22]. The VP is
instrumented to run Tstat, an open source passive traffic flow
analyser [23] that stores transport-level statistics of bidirec-
tional flows, and uses internal network knowledge to label
flows as inbound or outbound. UCSD-NT: We collected full
packet traces from the /8 network telescope operated at the
University of California San Diego [19]. Network telescopes,
also called darknets, passively collect unsolicited traffic —
resulting from scans, misconfigurations, bugs, and backscatter
from denial of service attacks, etc. — sent to routed regions
of the address space that do not contain any hosts. IXP: Our
fourth VP is one of the largest IXPs in the world, which
is located in Europe, interconnects O(100) networks, and
exchanges more than 400 PB monthly [21]. We have access to
randomly sampled (1 out of 16K) packets, capturing the first
128 bytes of each sampled Ethernet frame exchanged via the
public switching infrastructure of this IXP. A sample includes
full Ethernet, network- and transport-layer headers, along with
a few payload bytes.

Active Measurements. ISI: We used the ISI Internet Census
dataset it55w-20130723 [24], obtained by probing the routed
IPv4 address space with ICMP echo requests! and retaining
only those probes that received an ICMP echo reply from an
address that matched the one probed (as recommended [32]).
Note that the ISI Census experiment was designed to report at
a /32 (host) rather than /24 (subnet) granularity, but we apply
the resulting data set to a /24 granularity analysis. HTTP:
We extracted IP addresses from logs of Project Sonar’s HTTP
(TCP port 80) scan of the entire IPv4 address space on October
29, 2013 [25]. For each /24 block, we stored how many IP
addresses responded to an HTTP GET query from the scan.
ARK-TTL: We processed ICMP traceroutes performed by
CAIDA’s Archipelago to each /24 in the routed IPv4 address

'We did not use reverse DNS PTR scans of the IPv4 space for the same
reasons articulated in [5], namely that many active IP addresses lack DNS
mappings, and many unused IP addresses still have (obsolete) DNS mappings.

space between July and September 2013 [26]. Specifically, we
extracted the ICMP Time Exceeded replies sent by hops along
the traceroute path.

Address Allocation and BGP Data. We analyzed BGP an-
nouncements captured by all collectors (24 collectors peering
with 184 peers) of the Routeviews [27] and RIPE RIS [28]
projects. For each collector we took all routing tables (dumped
every 2 hours by Routeviews and 8 hours by RIPE RIS) and
built per-day statistics for each peer. For each /24 block, we
computed the maximum number of peers that saw it reachable
at any time within the full observation period of 92 days. To
determine which address blocks are available for assignment,
we used a dataset compiled by Geoff Huston [29], which
merges the extended delegation files from the 5 Regional
Internet Registries (RIR) [33]-[37] with TANA’s published
registries [38]-[43].

Mapping to ASes and Countries. To establish a mapping
from /24 block to ASN, we merged all CAIDA’s Routeviews
Prefix to AS [31] mappings files for July 2013. For each /24
in the IPv4 address space, we identified the set of overlapping
prefixes and chose the most specific. We found 116k /24s (out
of more than 10M) that mapped to multiple ASNs (due to
multi-origin ASes and AS sets), which we omitted from our
per-AS computations (Sections VI and VII). We geolocated
each /24 block using Digital Element’s NetAcuity Edge [30]
database from 6 July 2013. For each /24, we identified the
unique set of country codes to which overlapping blocks map.
We found 27k /24s (out of more than 14M) that map to
multiple countries, which we excluded from the geographic
visualization in Section VII.

IV. A TAXONOMY OF INTERNET ADDRESS SPACE
UTILIZATION

How to to classify address space by usage? Of the unrouted
space, which is assigned vs. available?

We propose a taxonomy of the IPv4 address space according
to the tree in Figure 1, where blue labels set the terminology
that we use throughout the paper and red annotations summa-
rize the classification criteria. While this taxonomy is generally
applicable, in this paper we analyze the IPv4 address space
with /24 block granularity. There is no universal IP address
segment boundary (due to sub-netting and varying size of
administrative domains), but using a /24 granularity mitigates
the effects of dynamic but temporary IP address assignment
(e.g., DHCP), as well as having an intuitive relationship with
both routing operations and address allocation policy.
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Fig. 1: IPv4 address space taxonomy. Nodes are annotated with the
estimated /24 population of each category (Section VII) and the filter
applied to arrive at the estimate (Sections IV through VI).

All address blocks dedicated to special use (multicast,
private networks, etc.) are IETF reserved and are covered by
RFC5735 [44] (=2.3M /24 blocks). To classify the remainder
into routed and unrouted, we must distinguish legitimately
routed address blocks from those that appear in BGP an-
nouncements due to router misconfigurations. We consider
a /24 block as routed only if covered by a prefix visible
by at least 10 BGP peers. RIPE recommends this threshold
[45], which we believe is reasonable since it removed from
BGP measurements 99.93% of the /24 blocks we previously
determined were reserved by IETF or available (defined in the
next paragraph) and thus could not be legitimately routed via
BGP.

Of the 4.1M unrouted /24 blocks, we classified as available
any /24 block (=.7M) falling in address ranges marked in
Geoff Huston’s dataset (Section III) as either “available” (i.e.,
allocated to an RIR but not yet assigned to a Local Internet
Registry (LIR) or organization) or “ianapool” (i.e., IANA has
not allocated it to an RIR) [29]. This data does not have
LIR granularity, thus we considered any block allocated to
an LIR as assigned (i.e., not available). The remainder — the
unrouted assigned category — is made of 3.4M /24 blocks that
are assigned to organizations (many of whom announce other
IPv4 address space) and yet are not routed. In other words,
we find that ~53 /8’s worth of address space are not used
for the purpose of global BGP reachability.

Our filtering yields 10.4M routed /24 blocks that we further
classify as used or unused. We define a /24 block as used
if at least one of its IP addresses is assigned to a machine
that will exchange packets on the public Internet with such
address in the IP header. In Sections V and VI, we discuss
the inference methodologies — based on both active and
passive measurements — that we use for this purpose. Figure
2, provides an overview of our final results according to
our taxonomy and breaking the space by RIR and legacy
allocations. This visualization succinctly represents “where”
in the allocation system, and how, large portions of address
space appear unutilized.

V. ANALYSIS OF PASSIVE TRAFFIC

Is the approach of passive measurement for inferring ad-
dress space utilization generally applicable? How does it
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Fig. 2: Our final inferences classified by RIR-allocated (and legacy)
address space. We identify legacy addresses per /8 [38], but include
some /8s that are presently administered by RIRs. Only 9.5% of the
legacy addresses are used.

depend on different network types, trace types, and other
parameters?

We first extend the method of [6], which used data from a
darknet and an academic ISP, to work with the fundamentally
different types of traffic collected at a residential ISP and an
IXP, showing how to filter out spoofed traffic in different trace
types (Section V-A). Second, we evaluate the impact on our
inferences of varying aspects of the vantage points: traffic
composition, size of monitored address space, duration and
time of measurement (Section V-B).

A. Removing spoofed traffic

The main challenge in curating traffic data for use in a
census is to remove spoofed traffic from the datasets, since
it can severely distort estimates of address utilization. Since
the R-ISP data retains bidirectional flow information and is
guaranteed to see both directions of every flow, filtering out
spoofed traffic is easy. For the IXP, the sampled data collection
and the frequently asymmetric traffic flow (i.e., only one
direction of a flow may traverse the IXP) mean that we cannot
use the obvious and most reliable technique to infer spoofed
traffic (i.e., failed TCP flow completion, variants of which we
use for R-ISP and SWITCH data). Indeed, we see only one
packet for the vast majority of flows in the IXP data. The
IXP data also introduces a new challenge: filtering out packets
with potentially unused destination addresses (e.g., scanning
packets).

Although each VP’s dataset requires its own technique, we
tune and validate each technique using the same assumption:
packets appearing to originate from [or destined to] unrouted
blocks are likely spoofed [or scanning] packets. As an ad-
ditional source of validation, we compare our results against
other network blocks that we know to be unused. Specifically:
(i) at the SWITCH, R-ISP, and IXP VPs we use the dark /24
blocks in the UCSD-NT address space 2 (62,838 /24 blocks);
(>i1) at the UCSD-NT VP, we use the /24 blocks from SWITCH
that we infer to be dark because they did not generate a single
bidirectional flow in the whole observation period (5,003 /24
blocks). We use these data only with UCSD-NT because their

2Some addresses within this “darknet” are actually used and their traffic is
not collected.
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Vantage Original Traffic After Applying Heuristics

Point /24 blocks Unrouted Dark /24 blocks Unrouted Dark

UCSD-NT 10,884,504 1,284,219 (31.6%) | D-SWITCH: 4,553 (90.9%) 3,152,067 2,123 (0.05%) | D-SWITCH: 2 (0.04%)
SWITCH 4,679,233 35,585 (0.69%) UCSD-NT: 429 (0.68%) 3,599,558 178 (0.004%) UCSD-NT: 0 (0.00%)
R-ISP 5,233,871 344,188 (8.5%) UCSD-NT: 7,287 (11.6%) 3,797,544 271 (0.006%) UCSD-NT: 0 (0.00%)
IXP 14,461,947 | 4,068,232 (78.5%) UCSD-NT: 62,838 (100%) 3,091,021 376 (0.009%) UCSD-NT: 3 (0.004%)

TABLE II: Applying our heuristics to remove spoofed traffic reduces the number of unrouted and dark (i.e., likely spoofed) /24 blocks at
all VPs. For each VP, we report the absolute number and percentage of all /24 blocks that are unrouted. For the dark category (4th and 7th
column), we use the /24 blocks of SWITCH that did not generate bidirectional flows (D-SWITCH) to evaluate UCSD-NT, and the addresses

monitored by UCSD-NT to evaluate all other VPs.

observation periods exactly match. Table II shows the numbers
of /24s found by each VP before and after applying our
heuristics.

1) IXP (large IXP): For the IXP, we consider only TCP
traffic and discard TCP packets with the SYN flag set, which
reduces the number of observed /24s from 14.4M to 5.7M
/24s. We then use a heuristic to filter out /24s observed
due to spoofing (source addresses) or scanning (destination
addresses).

Our heuristic is based on two metrics that correlate with
the presence of spoofed and scanning traffic: the number of
packets from and to a given /24 block and their average packet
size. We obtain the left plot in Figure 3a by applying these
metrics to source addresses of sampled packets observed at
the IXP: for different threshold values (number of packets on
T axis, average packet size on y axis), darker colors represent
a larger number of unrouted blocks erroneously inferred as
used. The diagram shows that by combining both filters it
is possible to remove known errors while minimizing the
respective thresholds.

While the dataset of unrouted /24 blocks allows us to
effectively reveal inference errors when applied to source
addresses, we found it ineffective with destination addresses:
we see almost no packets in the IXP traffic dataset destined
to unrouted /24 blocks, perhaps because there are no default
routes advertised across BGP peering (vs. transit) sessions
at the IXP, so only explicitly routed addresses will be ob-
served as destinations. Therefore, when examining destination
addresses, we use dark but routed destination addresses as
indicators of scanning traffic. The right plot in Figure 3a
shows the number of dark /24 blocks inferred as used when
considering the destination addresses of packets. The average
packet size is highly efficient at removing scanning traffic.

Sufficiently high thresholds remove all traffic responsible
for known erroneous inferences but dramatically reduce our
ability to collect used /24 blocks. The left diagram in Figure
3b shows the number of /24 blocks that we infer as used (y
axis) as a function of the corresponding fraction of unrouted
source /24 blocks (x axis). Another way to read the graph is
the following: for a given requirement on the z axis (e.g.,
“less than 0.1% unrouted inferred as used”), we find the
combination of thresholds (minimum number of packets and
minimum average packet size) that results in the largest set of
inferred used /24 blocks (y axis). The right diagram in Figure
3b analogously refers to destination address blocks and dark
/24 blocks inferred as used.

We select very conservative thresholds (shown as dashed
vertical lines in Figure 3b) to achieve a low error due to either

spoofing or scanning at the expense of detecting less used /24s.
Table II shows the results obtained for the selected thresholds.
Our antispoofing approach is efficient, reducing the number of
unrouted and dark /24s dramatically, even for sampled traffic.
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(a) Unrouted (left) and dark (right) /24s inferred as used for
different threshold combinations.
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and the number of /24s inferred as used.

Fig. 3: IXP: Threshold selection for inference of used /24s.

We find similar behavior with UDP (as TCP) but we must
set higher thresholds, particularly for average packet size. We
do not include UDP-based inferences in our final dataset, since
the additional gain in terms of /24s is not significant.

2) R-ISP (residential ADSL ISP): Unlike the other traffic
data sources, the R-ISP’s use of Tstat automatically removes
essentially all TCP spoofed traffic, since to be logged a TCP
flow must complete the 3-way handshake. For UDP traffic,
our approach is to extract only bidirectional flows initiated
locally with at least 1 packet with payload transmitted in both
directions. We consider both source and destination addresses
from the selected TCP and UDP flows. Table II confirms the
accuracy of our approach.

3) UCSD-NT (a large darknet): In [6] we looked deeply
into several spoofing events to derive filters that would allow
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Spoofed Traffic Filter [[ Total 24s | Unrouted /24s

TTL> 200 and not ICMP 10,588,879 1,278,027
Least signif. byte src addr 0 45,382 7
Least signif. byte src addr 255 444,346 6,691
Non-traditional Protocol 56,502 2,209
Same Src. and Dst. Addr. 96 0

No TCP Flags 3,449 638
UDP Without Payload 545 114
All Specific Filters 10,587,049 1,280,826

TABLE III: Types of spoofed traffic observed and removed at UCSD-
NT. Total and unrouted /24s seen in each traffic type. All non-general
filters are grouped as “All Specific Filters”.

us to filter such events from darknet traffic in general. Two
phenomena that we found to be indicators of a spoofing event
were: (i) spikes in the numbers of both unrouted and overall
/24 blocks per hour, and (ii) traffic using the same ports and
protocols with a high fraction of unrouted source /24 blocks.
We developed general filters (properties of the traffic that
always indicate spoofing), and filters specific to individual
events. Many types of spoofing captured by our generic filters
in our 2012 study [6] were also present in 2013 (see [6] for
details on methodology and filters). In addition, we added two
general filters: TCP packets with no flags set and UDP packets
without payload. Table III reports the number of /24 blocks
matching each filter.

After applying our filters, we observe more than 3 million
/24 blocks. Table II shows that our filtering heuristics reduce
traffic appearing to originate from unrouted or dark networks
to around 0.05% (compared to 31.6% and 90.9% unrouted and
dark blocks, respectively, before filtering).

4) SWITCH (academic network): To filter spoofed traffic,
we use the same heuristic we introduced in [6], which extracts
from Netflow records bidirectional TCP flows with at least 5
packets and 80 bytes per packet on average and we use both
source and destination addresses. We performed a sensitivity
analysis on these thresholds in [6], and found that they
diminish the probability that the remote IP address is spoofed.
Using this heuristic leads us to infer as used only 0.004% and
0% of the unrouted and the UCSD-NT /24 blocks, respectively
(Table II).

B. Effect of vantage points characteristics: traffic, network
address segment, time, duration

After filtering spoofed traffic, we analyze the impact of
four characteristics specific to a given vantage point on the
number of /24s observed: type of traffic, size of address space
monitored, and duration or specific time of monitoring. We
find that all four VPs are reasonably robust to variations in
these characteristics, i.e, we observe a substantial fraction of
address space at all VPs or when observing from smaller
fractions of the address spaces (where we 