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ABSTRACT

Exhaustion of the Internet addressing authority’s (IANA) avail-
able IPv4 address space, which occurred in February 2011, is
finally exerting exogenous pressure on network operators to
begin to deploy IPv6. There are two possible outcomes from
this transition. IPv6 may be widely adopted and embraced,
causing many existing methods to measure and monitor the
Internet to be ineffective. A second possibility is that IPv6
languishes, transition mechanisms fail, or performance suf-
fers. Either scenario requires data, measurement, and anal-
ysis to inform technical, business, and policy decisions. We
survey available data that have allowed limited tracking of
IPv6 deployment thus far, describe additional types of data
that would support better tracking, and offer a perspective
on the challenging future of IPv6 evolution.
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Internet; K.4.1 [Computers and Society]: Public Policy Issues
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Keywords
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1. Motivation: Internet address space ex-
haustion

IP version 6 is a relatively new version (actually 15 years old) of
the Internet Protocol [50], designed to solve several architectural lim-
itations of the existing IPv4 protocol. The most indisputably essen-
tial characteristic of IPv6 is that it was designed to provide orders of
magnitude more address space than the world’s foreseeable IP con-
nectivity needs addresses vs. 4.3 × 10

9 in IPv4). (2128 or about 37
orders of magnitude more addresses than in IPv4). Other motiva-
tions for IPv6, such as functionality to support additional security
and mobility, have been since retrofitted into IPv4.

Exogenous pressure, rooted in IPv4 address scarcity, has finally
driven widespread adoption of IPv6 into modern operating systems

and network equipment. Major network operators and content providers
are deploying IPv6 on both a trial and production basis [20]. Govern-
ments are mandating IPv6 [39] and while IPv6 penetration remains
small compared to IPv4, it is growing exponentially.

Unfortunately, the ecosystem of software is huge, and many ap-
plications and devices still do not support IPv6. Transition technolo-
gies such as 6to4 and Teredo [56] are now common, both in consumer
end-systems and access gateways, and allows IPv4-only hosts to talk
to IPv6 hosts. Conversely NAT64/DNS64 [35, 34] will allow IPv6-
only hosts to talk to the IPv4 Internet. But while these technologies
facilitate IPv6 adoption even by non-technical users, they also in-
troduce extra elements in the network, adding to complexity, and
decreasing performance and reliability.

As it pertains to network researchers, architects, and policy mak-
ers, there are two possible outcomes from this transition. IPv6 may
be widely adopted and embraced, causing many existing methods
to measure and monitor the Internet to be ineffective. In this tran-
sition scenario, the Internet will be even less well understood, and
data even more scarce, than the existing, poorly instrumented IPv4-
based network. A second possibility is that IPv6 languishes, tran-
sition mechanisms fail, or performance suffers. Either scenario de-
mands new research on, and systematic support for, rigorous large-
scale IPv6 measurement to inform technical, business, and policy (in-
cluding research funding) decisions.

First, we need to understand the effects of transition mechanisms,
in terms of their ability to bootstrap IPv6 connectivity, hinder native
IPv6 infrastructure deployement, or even impede network perfor-
mance or security during the transition. Security issues are of grow-
ing concern, since security-relevant parts of the software ecosystem
are noticeably lagging at implementing IPv6 support, e.g., firewall,
network management, and low-end middleboxes that often have
low-end vulnerable machines behind them. In addition to being vul-
nerable to IPv4 attack techniques that have not yet had countermea-
sures implemented in IPv6 technology, IPv6 will enable new types of
attacks, as well as amplify the architectural weaknesses never fixed
in IPv4, such as address spoofing and hijacking.

2. The FCC TAC’s IPv6 promise

At the first meeting [29] of the current U.S. FCC’s Technological
Advisory Council [14] in November 2010, IPv6 was the most pop-
ular topic, and became the focus of one of the TAC’s four working
groups. At the TAC’s second meeting in March 2011, the chairs of
each working group presented their interim results [17]. The FCC
then issued a set of recommendations [18], mostly a wish list from
industry to the FCC that did not mention IPv6, despite IANA run-
ning out its free pool of IPv4 addresses since the first TAC meeting.
But the TAC’s IPv6 WG, which is composed of nine industry repre-
sentatives, one academic and an FCC representative, did commit to
(on slide 53) [17] delivering a report by November 2011 on what the
FCC could or should do to help promote IPv6 deployment. Specifi-
cally, the WG has the following charter:

The purpose of the IPv6 Transition Working Group is to out-
line the issues confronting the US Internet infrastructure as
it evolves to a new IPv6 addressing system, define baselines



associated with the transition that can be used to more ef-
fectively gauge progress and provide comparison with other
global regions, develop goals for key sectors that can be used
to accelerate this transformation and identify major cost and
market drivers controlling investment in this infrastructure.

No Internet service providers want to be regulated (or have admit-
ted so publicly), and some providers are investing in IPv6 technol-
ogy deployment, such as Comcast (although Comcast also received
ARIN’s largest IPv4 allocation ever – about 8M IPv4 addresses in
a /9 – in October 2010). But some providers have expressed so
much concern with the complexity of the transition to IPv6, or lack
thereof, that they are willing to consider whether the government
can do anything to help. Also, many content providers, consumer
electronics firms, infrastructure providers have expressed interest in
better understanding service provider IPv6 deployment activities to
inform their own plans. The IPv6 working group asked CAIDA to
survey existing data and make recommendations on what additional
data can inform IPv6 deployment in the United States. The next
three sections offer a survey of available data on IPv6 deployment,
two analyses CAIDA has undertaken, a suggested list of data that
would advance our understanding of IPv6 evolution, and a predic-
tion on the likely trajectory of IPv6 evolution.

3. Available data on IPv6 deployment

Measurement accuracy is the only fail-safe means of distin-
guishing what is true from what one imagines, and even of
defining what true means. ..this simple idea captures the
essence of the physicists mind and explains why they are al-
ways so obsessed with mathematics and numbers: through
precision, one exposes falsehood. A subtle but inevitable con-
sequence of this attitude is that truth and measurement tech-
nology are inextricably linked.
– Robert B Laughlin, A Different Universe

IANA allocated the first IPv6 address in 1999. Today, estimates
of IPv6 penetration span at least three orders of magnitude across
different sources, which is arguably consistent with the wide range
of interest (or lack of interest) in this new protocol. The U.S. fed-
eral government is again requiring IPv6 deployment within .gov net-
works [39, 54]. Although most agencies have thus far only done the
bare minimum in response to such regulations (DoD’s research and
engineering network (DREN) is a notable and impressive exception
[46, 26]), it is still a sign that the U.S. is willing to lightly regulate into
existence a critical information technology. Yet the economic crisis
has further lowered the chance that any ISPs will voluntarily invest
capital in creating and operating the parallel networks that will be
required while the world transitions to IPv6.

Many attempts have been made to evaluate the status of IPv6
adoption and penetration [22, 31, 19, 27, 32, 53, 45, 33, 4, 3, 5, 15,
49]. None have found significant activity, even though IPv6 has
been implemented on all major network and host operating systems.
Current levels of observable IPv6 activity fall well below 1% [15, 4,
49], although up to 10% of global Autonomous Systems announce at
least one IPv6 prefix [47]. Google plots a time-series of the percent-
age of Google users that would access www.google.com over IPv6 if
it had an IPv6 address, which moved from .14% in September 2008
to .34% in May 2011 [21]. By some accounts, IPv6 development is
progressing faster in Asian countries, e.g., China [36]. Notably, the
2008 Summer Olympics in Beijing was the first major world event
with a presence on the IPv6 Internet [2].

We lack not only a comprehensive picture of IPv6 deployment, but
also consensus on how to measure its growth, and what to do about
it, e.g., which organizations (content providers or carriers) should be
“turning on” IPv6 first [24]. A complete picture of IPv6 evolution
requires data on the infrastructure (e.g. DNS information from ser-
vice providers) and the edge (e.g. OS support, home NAT support,
teredo, 6to4). Even more challenging to policymakers, researchers,
and operators are the strong counter-incentives to sharing data, in-
cluding the time and money it takes to collect the data in the first
place. Internet2 is an eye-opening example — it operates the U.S.
national research and education backbone, which supports IPv6, but

for financial reasons their routers have not thus far supported IPv6
flow statistics, so there is not yet even regularly available data on
IPv6 usage on the U.S. national research backbone [51]. CAIDA is
also adding support for IPv6 address anonymization to our traffic
monitoring software CoralReef [40], which will address some sensi-
tivities in sharing IPv6 traffic data.

Traffic data is the most accurate way to measure actual IPv6 usage,
but also has the most difficult policy obstacles to access, and does not
reveal preparatory activity. In April 2011 Arbor reported that IPv6
traffic was between 0.1% and 0.2% [43] of total (byte) traffic for six
networks where they could track IPv6. The AMS-IX exchange point
in Amsterdam observed that an average of 0.3% of byte traffic was
IPv6 in 2010 [6]. Observations at two OC-192 commercial backbone
links in the U.S. show even less IPv6 traffic [44].

The Asian and European RIRs (APNIC and RIPE NCC) lead sev-
eral IPv6 measurement and empirical studies. Given the difficulty
of measuring IPv6 directly, Huston and Michaelson [19] of APNIC
examined a range of types of data collected over four years (Jan-
uary 2004 to April 2008) in search of IPv6 activity. They analyzed
inter-domain routing announcements, APNIC’s web access logs, and
queries of reverse DNS zones that map IPv4 and IPv6 addresses back
to domain names. All of their metrics showed some increase in IPv6
deployment activity starting in the second half of 2006, but they em-
phasized the data’s limitations, since it mostly reflected some inter-
est in IPv6 rather than usable IPv6 support.

RIPE NCC [48] tracks the number of networks announcing IPv6
connectivity (over 10%!) [47] and supports a tool for measuring
IPv6 capabilities via web browsers and posts results from participat-
ing sites [4]. Geoff Huston [23] of APNIC [8] also regularly reports
measurements and studies of IPv6 deployment (and failures). Tore
Anderson of Norway collates links to other IPv6 data [7] as well as
providing his own dual-stack web-based measurements. Over 200
organizations are participating in World IPv6 day on 8 June 2011
[52]; CAIDA will support RIPE NCC’s IPv6 infrastructure measure-
ments on this day as well as do some of our own (see Section 4.3).

4. CAIDA’s IPv6 measurement and analy-
sis activities

We describe two sample CAIDA analyses of IPv6 activity: topol-
ogy coverage, and DNS query data sets from DNS root name servers
from 2006-2009. We also describe CAIDA’s planned participation in
World IPv6 Day on 8 June 2011.

4.1 IP topology measurement
CAIDA has been measuring, analyzing, modeling, and visualiz-

ing global Internet topology for over a decade. Our newest active
measurement infrastructure Archipelago (Ark) [57] currently has 54
monitors deployed in 29 countries (as of June 2011) and conducts
continuous coordinated large-scale traceroute-based topology mea-
surements. Ark-based IPv4 topology measurements began in Septem-
ber 2007. In December 2008, we started measurements of IPv6 topol-
ogy using six IPv6-capable monitors. In a push for World IPv6 day
on 8 June 2011, in May 2011 we asked all existing IPv4 Ark host-
ing sites if they were IPv6-capable yet, resulting in almost doubling
our number IPv6-capable monitors, to 26. All topology data that we
collect are available to academic and government researchers and
CAIDA members by request [10, 11].

One relevant application of our topology data is the AS-core map
visualizing global Internet connectivity. Figure 1 exhibits IPv4 and
IPv6 AS-core maps produced in August 2010. For the IPv4 map,
CAIDA collected data from 45 Ark monitors located in 24 countries
on 6 continents that probed paths toward 17 million /24 networks
covering 96% of the routable prefixes seen in the Route Views (BGP)
routing tables [38] on 1 August 2010. For the IPv6 map, CAIDA col-
lected data from 12 Ark monitors located in 6 countries on 3 conti-
nents. This subset of monitors probed paths toward 307K destina-
tions spread across 3302 IPv6 prefixes which represent 99.6% of the
globally routed IPv6 prefixes seen in Route Views on 1 August 2010.
To produce the final AS-core maps, we combine the topology view
from each monitor into a topology of Autonomous Systems (ASes),
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Figure 1: CAIDA 2010 IPv4 & IPv6 AS-core maps.

which correspond to Internet Service Providers (ISPs) and other or-
ganizations participating in interdomain routing. We plot ASes and
their links in polar coordinates with the radius equal to the observed
outdegree of an AS and the angular coordinate corresponding to the
geographical location (longitude) of an AS [12].

The 2010 IPv6 AS-core map consists of 715 AS nodes and 1,672
links (inferred peering sessions) between ASes. For comparison, our
2009 IPv6 AS-core map [9] included 515 AS nodes and 1,175 AS-
links. In neither 2009 nor 2010 are the top degree-ranked ASes the
same across IPv4 and IPv6. The IPv4 core is centered primarily in the
United States, while the IPv6 core includes Europe. We observed no
high-degree hub IPv6 ASes in Asia, surprising given the reportedly
large IPv6 deployment in Asia. This gap may reflect the geographic
bias of our scant IPv6-capable monitor deployment at the time: five
in the US, four in Europe, and only one in Asia.

Though the IPv4 graph is far larger than the IPv6 graph, the two
graphs share many structural properties. Although the maximum
observable degree AS in the IPv4 graph is an order of magnitude
larger than that observed for the IPv6 graph, the graphs have similar
average AS degrees (5.6 and 4.3, respectively) and average shortest
AS path distances (3.5 and 3.3, respectively). The two AS graphs
have exactly the same radius of 4 and diameter of 8. These simi-
larities reflect operational and engineered preferences for short AS
paths in both IPv4 and IPv6.

4.2 DNS data from Day in the Life of the Inter-
net project

For another project, we analyzed the largest simultaneous col-
lection of full-payload packet traces from a core component of the
global Internet infrastructure ever made available to academic re-
searchers. This dataset consists of four large samples of global DNS
traffic collected at participating DNS root servers during annual Day
in the Life of the Internet (DITL) experiments conducted in January
2006, January 2007, March 2008, and March 2009 [13].

Figure 2 shows the distribution of queries by type observed at
eight participating DNS root servers. A-type queries, used to re-
quest an IPv4 address for a given hostname, are the most common
and make up about 60% of the total, consistently across years. For
the four root servers (C, F, K, and M) that have participated in DITL
since 2007, Figure 2 shows a progressive yearly increase in AAAA-
type queries, which map a hostname to an IPv6 address, using IPv4

for transport. In 2008 we attributed this increase to more clients us-
ing operating systems with native IPv6 capabilities such as Apple’s
MacOSX and Microsoft’s Windows Vista [13], which can launch IPv6
queries (in IPv4 packets) even if IPv6 transport is not available. The
increase in 2009 is larger, from around 8% on average to 15%. Some
of this increase is due to the addition of IPv6 glue records to six of the
root servers in February 2008 [25], and does not imply use of IPv6
by applications. The insignificant queries actually carried by IPv6
transport to the root servers (columns with x-axis labels in bold) are
a more reliable indication of IPv6 traffic levels, and consistent with
other statistics presented above.

4.3 CAIDA’s IPv6 Measurement Plans
On June 8 2011 a group of content providers, including Google,

Yahoo and Facebook, dual-stacked their content (on IPv4 and IPv6
network stacks), in an event called World IPv6 Day [52]. This trial
enabled content providers to gain experience with increased levels
of IPv6 traffic and gauge the extent and effect of broken dual-stack
end-users. CAIDA cooperated with RIPE NCC’s measurements on
this day, providing a dozen Ark monitors to increase the number of
vantage points from which RIPE actively tested a set of dual-stacked
websites for levels of IPv6 support: existence of AAAA records; ping/ping6
response; traceroute/traceroute6; and HTTP reachability. CAIDA
also continues to analyze traffic observations at the two OC-192 com-
mercial backbone links [44] mentioned earlier, including samples
taken during World IPv6 Day. We hope to analyze Internet2 IPv6
flow traffic statistics as they become available.

We are already collecting continous IPv4 and IPv6 Internet topol-
ogy measurements using the Ark infrastructure, which we will use
to provide as comprehensive a view as we can of the IPv6 topology
from core to edge, including statistical differences in structure and
evolution. We will make the data available as described in Section
4.1. We are working with Rob Beverly to design measurement prim-
itives for adaptive and intelligent probing, crucial to the efficiency
needed for IPv6-scale topology measurement.

5. Data that would advance our understand-
ing of IPv6 evolution



Figure 2: Distribution of queries by type for three years of DITL data [13], with IPv6-transported data columns labeled in bold
on the x-axis (IPv6 represents < 0.1% of packets). The top histogram shows how many packets are reflected in each column;
the numbers of IPv6 transported packets are minimal. But IPv6 queries (AAAA and A6) carried inside IPv4 packets increased
significantly with the addition of IPv6 glue records to six root servers in February 2008.

In addition to understanding what data is already out there to
benchmark IPv6 deployment, the FCC TAC IPv6 working group is
also seeking a list of data types from carriers that would help track
the transition. In 2009 we were asked to suggest a list of data collec-
tion requirements for the U.S. Broadband Stimulus programs ($7B) [28],
which we extended to a list of data that would provide a richer pic-
ture of IPv6 than we have now:

1. Peering: Terms of IPv6 interconnection agreements

2. Purchasing: IPv6-capable hardware and software purchased

3. Traffic: Total and peak utilization of access and interconnec-
tion links (IPv4 and IPv6)

4. Workload: types of traffic using IPv6, e.g., SMTP, BitTorrent

5. Topology: router connectivity (to validate measurements)

6. DNS: IPv6 queries/response data from broad sample of providers

7. IPv6 support strategies used (e.g., tunneling details)

It would also help to have the above data specific to mobile device
and mobile network support. More generally, quantitatively mod-
eling the IPv6 transition will require empirical data on the extent
and effectiveness of converter technologies, investigating prevailing
concerns over IPv6 performance and path inflation, and analyzing
actual IPv6 traffic workloads on a major backbone. However, the
industry’s strong counter-incentives to sharing data and the FCC’s
own avoidance of gathering or analyzing empirical data means that
there was no reason to expect the FCC or NTIA to enforce anything
close to the proposed requirements for BTOP; indeed none of them
made it into the BTOP contracts.

Some data can be gathered without the support of carriers, espe-
cially comparing IPv4 and IPv6 performance, reachability, and path
stability measurements initiated from the edge. Researchers could
also do much more with existing address allocation and BGP rout-
ing data, e.g., tracking if the first announcement of an IPv6 address
prefix correlates with other technical, geographic, political, and so-
cioeconomic parameters that influence deployment. It would also

help to have more comprehensive analysis of the performance im-
pact and operating costs of large-scale NATs, which may inform op-
erators to either start using IPv4 large-scale NAT or upgrade to IPv6.
But a true picture of the IPv6 Internet, like a true picture of the IPv4
Internet, will require the cooperation of Internet service providers.

6. A challenging future

ISPs, and those who build equipment for them, have already ac-
cepted that multi-level (IPv4) network address translation is here
for the foreseeable future, with all its limits on end-to-end reacha-
bility and application functionality, and its required unscalable per-
protocol hacks. Whether large-scale NAT (LSN) technology supports
a transition to IPv6 or becomes the endgame itself is irrelevant to
the planning horizon of public companies, who must now develop
sustainable business models that accommodate, if not support, IPv4
scarcity. Exacerbating this undesirable political economy is the stop-
gap policies the RIRs have approved that permit IPv4 address hold-
ers to transfer allocations to others as if they were property [16]. Al-
though the original allocation architecture [1] denied such property
rights as an impediment to aggregation – a property crucial to the
scalability of the routing system – this foundational policy shift is
rooted in the now overriding argument that assigning some prop-
erty rights, specifically fungible transferability, to IP addresses will
release otherwise tied-up IPv4 space. Still unresolved in this IP ad-
dress market scenario is who maintains the authoritative database(s)
for address ownership, what compels address holders to keep those
records current, and what identifying data should be available about
address owners.

More importantly, like reclamation, allowing an IPv4 address mar-
ket will only buy us time, not solve the fundamental address scarcity.
Even advocates of the market solution recognize [37] that it is tech-
nologically, economically, and socially inferior to a solution that pro-
vides publicly recognized IP addresses to anyone who needs them,
which IPv4 will never do. Therefore, while acknowledging that IPv6
is not an ideal solution, ICANN and the RIRs still strongly recom-
mend investing in IPv6 immediately, including staff training, man-



agement tools, and application support, and the RIRs themselves
have contributed enormously to IPv6 education and outreach. In the
meantime, I’ve heard the following notable short-term and possible
long-term predicted outcomes from engineers in the field.

1. ISPs already offer multiple service classes to support those
who want to pay more to get (more) globally unique IP ad-
dresses; typical home users will accept to be NATed in the ISP
cloud in exchange for keeping their current “low” monthly
fees. It is certainly bad for innovation, but the average end
user does not care about innovation, they care about web and
web-video, which will work fine with NAT in most forms.

2. Multiple layers of NAT will hit P2P technology hard, since P2P
is an inherently less attractive prospect when one cannot con-
tact 90% of the peers. However, if the history of piracy/porn-
driven technology is any indicator, BitTorrent will hack its
way through the problem eventually, perhaps unscalably. (Imag-
ine a temporary use of a public IP to knit two NATed TCP
sessions together. Shuddering optional.)

3. Skype, however, which requires a higher level of performance
and reachability, must prepare for the worst case (Pandora)
scenario, because their network needs enough publicly routable
Skype users to convert into supernodes. They will at least take
a profit hit when they need to run non-revenue supernodes
in the cloud. Or more likely do profit-sharing with ISPs to
get them to run Skype supernodes next to their giant NAT
boxes in the core, similar to today’s online streaming video
game providers that put hardware close to gamers, in the ISP
data centers, and to do so they must share revenue with the
ISPs. Future attempts to commercialize any P2P technology
would face similar obstacles. Since the Internet architecture
was designed to be a P2P architecture, admission control by
gatekeepers is indeed a manipulation (violation or evolution,
depending on your point of view) of the Internet architecture.

Once there are proven business models built on IPv4 scarcity, in-
cumbent ISPs (i.e., those with IPv4 addresses) will be even more in-
cented to invest in the failure of IPv6 than in its success. Equipment
vendors already have mixed incentives, as sustaining NAT technol-
ogy will only grow more complex and challenging, and complex so-
lutions can be sold for a higher profit margin than simplicity. The
RIRs are also conflicted regarding IPv6, since it threatens their tradi-
tional (thus far only) business model. Bureaucracies rarely advocate
themselves out of existence, or even into profound transitions. Es-
pecially a bureaucracy composed of members of the industry it is
intended to regulate.

Many have acknowledged the lasting harms [41] expected as a
result of IPv4 address exhaustion: to users and aspiring new ISP en-
trants, technical coordination and fault management mechanisms,
and most vitally to the unique cooperative governance models. But
the leading proposed transition mechanism [42] — IPv4 address mar-
kets — has never been well-justified as the most obvious or effective
— or even workable — mechanism for coordinating the distribution
of IP addresses during the transition to widespread IPv6 adoption
(as Tom Vest noted [55]). On the contrary, institutionalizing a valu-
able market in IPv4 addresses is a reliable recipe for removing any
incentive for IPv4-holders to invest in upgrading to IPv6. Believ-
ing that address markets can help us steward a transition to IPv6 is
as grounded in reality as (the same authors) belief that two parallel
Internets are a sustainable endgame (“an IPv6 Internet, or at least
enough of one to keep off address scarcity for a workable subset of
the industry.” [41])

A more astute observation of the industry preparing for World
IPv6 Day at the last RIPE meeting was offered by Geoff Huston: [24]:

From the perspective of the content industry there is a strong
need for open neutral carriage networks, and they now have
an urgent case to pressure the carriage providers to get mov-
ing with IPv6, given that the future of IPv4 with intensive
use of Carrier Grade NATs and Application level gateways
and similar mediated services looks rather bleak from the per-
spective of a continued vibrant and innovative content indus-
try. It is no surprise that the major push here in World IPv6
Day is not for service providers to “turn on” dual stack in

their access and transit networks, but for content providers
to “turn on” dual stack services at the content level. I have
heard it said that this is “World IPv6 Content Day.”

I’m a known skeptic regarding self-directed architectural transi-
tions of trillion-dollar networked infrastructures with radically dis-
tributed ownership, especially accompanied by investment climates
that disincent long-term investments in the common good. I also had
a front row seat for the last decade, when all the now-IPv6-zealots
were admitting how much of IPv6 its designers got wrong. [“They
even got the main point wrong! We should have moved to variable
length addresses like OSI had in the first place, precisely for the rea-
son of extensibility!”] While running out of addresses is undoubt-
edly an architectural failure, I suspect we will discover a bigger fail-
ure — of the Internet’s current political economy to accommodate a
network-layer “innovation” to IPv6, or to anything else. The magic
of markets notwithstanding.

Even more daunting is the realization that even if IPv6 succeeds,
it will not solve the fundamental security, scalability, sustainability,
and stewardship problems with the Internet’s routing, naming, and
addressing architectures. In this humbling light, I am grateful that
the U.S. National Science Foundation, against all odds and in the face
of frequently harsh criticism (including from myself), is still invest-
ing in research to conceive, design, and evaluate more trustworthy
future Internet architectures [30]. [Disclosure: As part of the FIA pro-
gram, CAIDA receives support from NSF grant CNS-1039646.]

[Thanks to collaborators Sebastian Castro of .NZ Registry Services for
the DITL data analysis, Bradley Huffaker of CAIDA for the AS Core topol-
ogy analysis, and Emile Aben of RIPE and Rob Beverly of NPS for use-
ful feedback on this piece. Support for this work provided in part by DHS
S&T contracts N66001-08-C-2029, NBCHC070133, and NSF grant CNS-
0958547. Any opinions, findings, and conclusions or recommendations ex-
pressed in this material are those of the author and do not necessarily reflect
the views of the funding agencies.]
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