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ANALYSIS OF INTERNET OUTAGES

•BGP
- BGP updates from route collectors of RIPE-NCC RIS and RouteViews

•Active Traceroute Probing
- Archipelago Measurement Infrastructure (ARK) 
- RIPE-NCC Atlas

•Internet Background Radiation (IBR)
- Traffic reaching the UCSD Network Telescope

•more data sources to come...

By combining different measurement sources
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CASE STUDIES
Different for causes/tech implications/impact
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•Country-level Internet Blackouts
 (BGP withdrawals, packet-filtering, 
satellite-signal jamming, ...)

•Natural disasters affecting the 
infrastructure/population

Egypt, Jan 2011 
Government orders 
to shut down the 
Internet 

Japan, Mar 2011 
Earthquake of 
Magnitude 9.0

(a) Christchurch (b) Tohoku

Figure 5: Networks selected within the estimated maximum radius of im-
pact of the earthquake (20km for Christchurch and 304km for Tohoku). We
based our geolocation on the publicly available MaxMind GeoLite Country
database.
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Figure 6: Measuring the impact of the earthquake on network connectivity
as seen by the telescope: value of ✓ for all networks within a given range
from the epicenter. The peak value ✓max reached by ✓ can be considered
the magnitude of the impact.

kilometers from its epicenter, consistent with the stronger magni-
tude of Tohoku’s earthquake (see Table ??) and news reports re-
garding its impact on buildings and power infrastructure. Table ??
summarizes these indicators found for both earthquakes.

Christchurch Tohoku
Magnitude (✓max) 2 at 6km 3.59 at 137km
Radius (⇢max) 20km 304km

Table 3: Indicators of earthquakes’ impact on network connectivity as ob-
served by the UCSD network telescope.

IBR traffic also reveals insight into the evolution of the earth-
quake’s impact on network connectivity. Figure ?? plots the num-
ber of distinct source IPs per hour of packets reaching the telescope
from networks within the �max = 20 km radius from the epicenter
of Christchurch’s earthquake. All times are in UTC. The time range
starts approximately one week before the earthquake and ends two
weeks after. We would not expect the IBR traffic to drop to zero,
for two reasons. First, not all networks are necessarily disabled by
the earthquake. Second, the geolocation database services we use
are not 100% accurate.

For a few days before the event, peaks are always above 140
unique IP addresses per hour (IPs/hour) on weekdays, sometimes
above 160 IPs/hour. In the 24 hours after the earthquake, the rate
drops, with a peak slightly above 100 IPs/hour. The IPs/hour rate

climbs slowly, reaching pre-event levels only after a week, which
correlates with the restoration of power in the Christchurch area [?].
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Figure 7: Rate of unique source IP addresses found in unsolicited traffic
reaching the UCSD network telescope from networks geolocated within a
⇢max = 20km range from the Christchurch earthquake epicenter. The
rate of distinct IPs per hour drops immediately after the earthquake. Peaks
before the earthquake were above 140-160 IPs/hour on weekdays (weekend
is on 19-20 February), while the first peak after the earthquake is slightly
above 100 IPs/hour. Levels remain lower for several days, consistent with
the slow restoration of power in the area.

Figure ?? plots the same graph for IBR traffic associated with the
Tohoku earthquake, within a maximum distance �max = 304 km
from the epicenter. The much steeper drop in the number of unique
IPs per hour sending IBR traffic is consistent with the Tohoku earth-
quake’s much larger magnitude than that of the Christchurch earth-
quake. In the days after the event the IBR traffic starts to pick up
again, but does not reach the levels from before the event during
the analyzed time interval, also consistent with the dramatic and
lasting impact of the Tohoku earthquake on Northern Japan.
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Figure 8: Rate of unique source IP addresses found in unsolicited traffic
reaching the UCSD network telescope from networks geolocated within
⇢max = 304km of the Tohoku earthquake epicenter. The rate of distinct
IPs per hour shows a considerable drop after the earthquake which does not
return to previous levels even after several days.

Figures ?? and ?? show that the rate of unique IP addresses per
hour observed by the telescope matches the dynamics of the earth-
quakes, reflecting their impact on network connectivity. In order to

EPICENTER



SANDY: IS IT DIFFERENT?
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(compared to our previous case studies)
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•Movement over a large area
- with no fixed epicenter like an earthquake has

•High level of Internet penetration in the affected region, 
including major hubs for international Internet connectivity

•Disruption was limited to only a subset of networks/hubs in 
the affected region, making it harder to identify geographic areas 
of massive impact

•For the 1st time we tried to measure in realtime



ACTIVE MEASUREMENTS
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ARK + ATLAS
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•CAIDA ARCHIPELAGO (ARK)
- Coordinate traceroute-based topology 
measurement probing the full routed IPv4 
address space

•RIPE ATLAS
- traceroutes/pings to fixed destinations
- user-defined measurements (a community-
oriented tool)
https://atlas.ripe.net/

http://www.caida.org/projects/ark/

http://blog.caida.org/best_available_data/2012/12/05/syria-disappears-from-the-internet/
http://blog.caida.org/best_available_data/2012/12/05/syria-disappears-from-the-internet/
http://blog.caida.org/best_available_data/2012/12/05/syria-disappears-from-the-internet/
http://blog.caida.org/best_available_data/2012/12/05/syria-disappears-from-the-internet/


ATLAS: RTT
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...
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Sandy Landfall

100%



ATLAS: PATH CHANGES
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Looking at two major hubs
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•New York City (NYC) is a major Internet connectivity hub
•Ashburn/Washington DC (ASH) is the other for US-Europe 
traffic



ATLAS: PATH CHANGES
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dst: ns.ripe.net / AS3333 / NL
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ATLAS: NYC PATH CHANGES
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dst: ns.ripe.net / AS3333 / NL
pre: 22:00 UTC vs. post: 09:00 UTC
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Destination

Path moved away from NYC

Path kept going through NYC

Path started going through NYC



ATLAS: LATENCY
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RTT US -> AS3333/NL (+20 ms)
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IBR

•Use Internet Background Radiation (IBR) generated by 
malware-infected hosts as a “signal”

“Extracting benefit from harm..”

Cooperative Association for Internet Data Analysis
University of California San Diego
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Infected Host
Randomly Scanning
the Internet

UCSD Network Telescope
Darknet xxx.0.0.0/8



IBR: TOHOKU’S EARTHQUAKE
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the effect of the 2011 earthquake/tsunami in Japan
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 Extracting Benefit from Harm: Using Malware Pollution to Analyze the Impact of Political and Geophysical 
Events on the Internet
A. Dainotti, R. Amman, E. Aben, K. C. Claffy 
ACM SIGCOMM Computer Communication Review, January 2012

further confirm that the variations in rate of unique IP addresses
are anomalous compared to IBR behavior typically observed by
the telescope, we plot � over a longer time frame (two months)
surrounding the earthquake using two sliding 24-hour windows be-
fore and after each point plotted. Figure ?? plots a two-month pe-
riod of � values for networks within a ⇥max = 20 km range
of the Christchurch earthquake’s epicenter. Normally, values of �
stay within an envelope [0.7 , 1.3], but the value of � breaks out
above the 1.3 upper bound exactly when the earthquake hits. An-
other lower spike shortly after the earthquake may have been due
to blackouts caused by attempts to restore electricity. The corre-
sponding drop is also visible, although less obvious, in Figure ??.
The coincidence of the spike in � with the earthquake suggests the
utility of � as a meaningful indicator of disruption to network in-
frastructure.
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Figure 9: Ratio of number of unique IP addresses reaching the UCSD dark-
net in two successive 24-hour periods (before vs after the given data point)
from networks within a ⇥max = 20 km range from the Christchurch
earthquake’s epicenter. We plot this � value over this two-month period,
using two sliding 24-hour windows before and after each point plotted. The
anomalous breakout above the 1.3 upper bound of � coincides with the
earthquake strike, and represents a large (about 30%) drop in the number
of IP addresses reaching the UCSD darknet. The corresponding drop is also
visible, although less obvious, in Figure ??.

Figure ?? shows the same diagram for Tohoku using its ⇥max =
304 km: there is a similar jump far above a � ratio of 1.3 ex-
actly when the earthquake strikes. Although one could select an
upper bound for � that is lower than 1.3 for the Tohoku earth-
quake, since its normal operating range of � is narrower than for
the Christchurch earthquake, the most important point is that the
data represent further evidence that � serves as a useful metric for
assessing disruption to network infrastructure.

5. DISCUSSION AND CONCLUSIONS
Ironically, the insidious pervasive reach of malware and miscon-

figuration on the Internet enables detection and analysis of macro-
scopic changes in Internet behavior through the observation of In-
ternet background radiation (IBR), or unsolicited one-way data plane
traffic on the Internet. This traffic has grown to such significant con-
tinuous levels that instrumentation capturing a large enough aggre-
gate of such traffic can serve as a lens to illuminate different types
of macroscopic events and their impact on communications capa-
bilities. For technical as well as political and economic reasons,
such traffic is most easily observable using a large number of routed
but unassigned IPv4 addresses, i.e., a darknet, where there is no
need to filter out legitimate bidirectional traffic. By geolocating the

 0.4

 0.6

 0.8

 1

 1.2

 1.4

 1.6

 1.8

 2

01-31

02-04

02-08

02-12

02-16

02-20

02-24

02-28

03-04

03-08

03-12

03-16

03-20

03-24

03-28

θ
 -

 R
a
tio

 o
f 
d
is

tin
ct

 I
P

s 
b
e

fo
re

/a
ft
e

r 
e

a
rt

h
q

u
a
ke

Telescope was
switched off
here

EARTHQUAKE

Figure 10: Ratio of number of IP addresses reaching the UCSD darknet in
two successive 24-hour periods (before vs after the given data point) from
networks within a ⇥max = 304 km range from the Tohoku earthquake’s
epicenter. Although we use a different distance threshold than for the �
values in the Christchurch plot in Figure ??, there is a similar breakout
above a � ratio of 1.3 exactly when the earthquake strikes.

source IP addresses of traffic destined to the darknet addresses, we
can identify when sizeable geographic regions appear to have lost
connectivity. Country-level disruptions appear particularly promi-
nently in the data analysis since geolocating IP addresses to coun-
tries is more accurate than finer-grained geolocation, e.g, to cities.
The ubiquitous presence of this pollution in the data plane also al-
lows us to infer events, such as packet-filtering-based censorship,
not observable in other types of data, e.g., BGP. We used four case
studies from 2011 to test our approach: two episodes of broad-scale
country-level politically motivated censorship, and two high mag-
nitude earthquakes.

Our preliminary approach has several limitations. First, the re-
liability of IBR as a data source is influenced by unpredictable
events and decisions. Law enforcement or other forces might dis-
able a specific botnet, along with whatever fraction of IBR it was
generating. Levels of backscatter and IBR traffic would also be re-
duced by ISPs deciding to filter packets with spoofed source IP
addresses, or traffic considered malicious to its customers or net-
work. Vendor software patches and other software or hardware up-
grades can close vulnerabilites to infections, reducing the number
of IP addresses emitting IBR or otherwise changing its characeris-
tics. Since major natural disasters might damage PCs to the point of
requiring replacements, presumably with new operating systems, a
longer term reduction in IBR after an event in a specific area might
correlate with the number of PCs disabled by the event. In fact,
there is no guarantee that a network sends IBR at all, although the
correlation of IBR with sources of human error and mischief, the
difficulty of eradicating it, and its persistence over decades are all
factors that lend credibility to approaches that take advantage of its
omnipresence to infer network conditions.

Second, geolocation of the IP addresses sending traffic to the
darknet is critical to the inferences, and the accuracy of geoloca-
tion databases is necessarily limited, especially at granularity finer
than country boundaries. MaxMind states that their GeoLite City
database [?] has an accuracy of 62% on a city level (IP addresses
not covered are excluded) for New Zealand and 69% for Japan.
CAIDA recently performed a comparison of available geolocation
tools and services [?], confirming the existence of considerable dis-
parities across services, that MaxMind’s accuracy is comparable or
better than most other commercial services, and the fact that regard-

(a) Christchurch (b) Tohoku

Figure 5: Networks selected within the estimated maximum radius of im-
pact of the earthquake (20km for Christchurch and 304km for Tohoku). We
based our geolocation on the publicly available MaxMind GeoLite Country
database.
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Figure 6: Measuring the impact of the earthquake on network connectivity
as seen by the telescope: value of ✓ for all networks within a given range
from the epicenter. The peak value ✓max reached by ✓ can be considered
the magnitude of the impact.

kilometers from its epicenter, consistent with the stronger magni-
tude of Tohoku’s earthquake (see Table ??) and news reports re-
garding its impact on buildings and power infrastructure. Table ??
summarizes these indicators found for both earthquakes.

Christchurch Tohoku
Magnitude (✓max) 2 at 6km 3.59 at 137km
Radius (⇢max) 20km 304km

Table 3: Indicators of earthquakes’ impact on network connectivity as ob-
served by the UCSD network telescope.

IBR traffic also reveals insight into the evolution of the earth-
quake’s impact on network connectivity. Figure ?? plots the num-
ber of distinct source IPs per hour of packets reaching the telescope
from networks within the �max = 20 km radius from the epicenter
of Christchurch’s earthquake. All times are in UTC. The time range
starts approximately one week before the earthquake and ends two
weeks after. We would not expect the IBR traffic to drop to zero,
for two reasons. First, not all networks are necessarily disabled by
the earthquake. Second, the geolocation database services we use
are not 100% accurate.

For a few days before the event, peaks are always above 140
unique IP addresses per hour (IPs/hour) on weekdays, sometimes
above 160 IPs/hour. In the 24 hours after the earthquake, the rate
drops, with a peak slightly above 100 IPs/hour. The IPs/hour rate

climbs slowly, reaching pre-event levels only after a week, which
correlates with the restoration of power in the Christchurch area [?].
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Figure 7: Rate of unique source IP addresses found in unsolicited traffic
reaching the UCSD network telescope from networks geolocated within a
⇢max = 20km range from the Christchurch earthquake epicenter. The
rate of distinct IPs per hour drops immediately after the earthquake. Peaks
before the earthquake were above 140-160 IPs/hour on weekdays (weekend
is on 19-20 February), while the first peak after the earthquake is slightly
above 100 IPs/hour. Levels remain lower for several days, consistent with
the slow restoration of power in the area.

Figure ?? plots the same graph for IBR traffic associated with the
Tohoku earthquake, within a maximum distance �max = 304 km
from the epicenter. The much steeper drop in the number of unique
IPs per hour sending IBR traffic is consistent with the Tohoku earth-
quake’s much larger magnitude than that of the Christchurch earth-
quake. In the days after the event the IBR traffic starts to pick up
again, but does not reach the levels from before the event during
the analyzed time interval, also consistent with the dramatic and
lasting impact of the Tohoku earthquake on Northern Japan.
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Figure 8: Rate of unique source IP addresses found in unsolicited traffic
reaching the UCSD network telescope from networks geolocated within
⇢max = 304km of the Tohoku earthquake epicenter. The rate of distinct
IPs per hour shows a considerable drop after the earthquake which does not
return to previous levels even after several days.

Figures ?? and ?? show that the rate of unique IP addresses per
hour observed by the telescope matches the dynamics of the earth-
quakes, reflecting their impact on network connectivity. In order to



IBR: SANDY IN NYC 
Reusing the same metric based on 

ratio of distinct source IPs
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IBR: NY, HOME VS BUSINESS
Different impact on home vs 

business users*
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Home Business
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* according to NetAcuity
www.digitalelement.com/NetAcuity

http://tie.comics.unina.it
http://tie.comics.unina.it
http://tie.comics.unina.it
http://tie.comics.unina.it
http://blog.caida.org/best_available_data/2012/12/05/syria-disappears-from-the-internet/
http://blog.caida.org/best_available_data/2012/12/05/syria-disappears-from-the-internet/


WISHLIST / CURRENT WORK
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(partial list)
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•ARK 
- Increase (time + space) granularity
- wish: IP Census data, to be used to improve on-demand probing
- Geo-Ark on demand, for realtime measurements

•Improve tools for geography-based analysis of Internet data
- which helps also with realtime analysis and combining 
different measurements
- Geolocation of BGP-advertised prefixes
- Fast/interactively-visual selection of network blocks/prefixes
- Implement different cartography/geo-analysis techniques (e.g., for IBR)
- Realtime/Interactive geographical visualization



THANKS
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