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IP level

AS 701 AS 1

AS level

router level

autonomous systems (AS) − network service providers

routers − connected by network links

IP addresses − network interfaces on routers
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Ark monitors
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• Ark launched in Sep 2007 with 8 monitors

• now at 165 monitors in 57 countries
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• 9 years of "Routed /24" traceroutes

- 47 billion traces in 20 TB of files

- growing yearly by 10 billion traces 

• 1 year of "Prefix Probing" traceroutes

- growing yearly by 9 billion traces

• combined dataset growing by 19 billions traces/year
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Henya

• CAIDA's large-scale topology query system

• provides remote search of traceroute data without 
requiring data downloads

9



Henya

• CAIDA's large-scale topology query system

• provides remote search of traceroute data without 
requiring data downloads

• built-in analyses and visualizations
- for commonly occurring needs

9



Henya

• CAIDA's large-scale topology query system

• provides remote search of traceroute data without 
requiring data downloads

• built-in analyses and visualizations
- for commonly occurring needs

• responsive enough for interactive data exploration

- goal: query latency of 30 seconds or less
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topology queries

• find occurrences of traceroute path elements

• ⟪targets⟫ = IP addreses, prefixes, ASes, or countries

• queries:

- traceroutes toward ⟪targets⟫

- traceroutes containing one or more ⟪targets⟫
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topology queries

• find occurrences of traceroute path elements

• ⟪targets⟫ = IP addreses, prefixes, ASes, or countries

• queries:

- traceroutes toward ⟪targets⟫

- traceroutes containing one or more ⟪targets⟫

• parameters:

- measurement vantage points

- data collection time periods

- position of ⟪targets⟫ in path

- hop distance between sets of ⟪targets⟫
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query complexity
• the most complex case:

- traceroutes containing two or more ⟪targets⟫

‣ precisely:  traceroutes containing some hop h1 ∈ ⟪targets1⟫,  h2 ∈ ⟪targets2⟫,  ⋯

- example: traceroutes containing hops in both ⟪Germany⟫ and ⟪Japan⟫
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query complexity
• the most complex case:

- traceroutes containing two or more ⟪targets⟫

‣ precisely:  traceroutes containing some hop h1 ∈ ⟪targets1⟫,  h2 ∈ ⟪targets2⟫,  ⋯

- example: traceroutes containing hops in both ⟪Germany⟫ and ⟪Japan⟫
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traceroutes with
⟪Japan⟫

• harder:

- traceroutes with hops in ⟪Germany or UK or France⟫ and hops in ⟪ATT or Level3 
network⟫ and hops in ⟪Amsterdam Internet Exchange⟫

find intersection
of two sets



challenges
• large target sets

- ⟪Germany⟫ = 9,906 BGP prefixes = 92,239,360 target IP addresses

- ⟪Japan⟫ = 8,769 BGP prefixes = 154,025,984 target IP addresses

• multiple ⟪targets⟫ in a single query

- need the intersection of subqueries for ⟪targets1⟫ and ⟪targets2⟫ and ...
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• these challenges poorly met by existing database systems

- relational databases not designed/optimized for multi-key searches

‣ can't always use column indexes;  may need to do table scans on separate columns

- not a good fit for existing NoSQL databases

‣ schema-less document stores (JSON/XML) come the closest



design
• implemented custom index data structures
- highly tailored and tuned to the characteristics of our data and workload

‣ efficiently supports large numbers of targets and subquery intersections

- gave up generality and flexibility for speed
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design
• implemented custom index data structures
- highly tailored and tuned to the characteristics of our data and workload

‣ efficiently supports large numbers of targets and subquery intersections

- gave up generality and flexibility for speed

• built on RocksDB key-value store

- persistent hash table

- maps binary string (key) to binary string (value)

‣ can also traverse keys in sorted order

- stores both traceroute data and custom indexes

• custom query engine
- written in Python

- running on 64 cores; may use HPC facilities in future
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pre-made analysis
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conclusions

• Henya opens up our vast data archive to researchers

• Henya broadens the base of potential users with built-in 
analyses and visualizations

• Henya integrates available data into a whole that's 
greater than the parts
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