
Project Summary
Internet research critically depends on measurement, but effective Internet measurement raises

several daunting issues for the research community and funding agencies. There is increasing
awareness that obtaining a better understanding of the structure and dynamics of Internet topol-
ogy, routing, workload, performance, and vulnerabilities calls for large-scale distributed network
measurement infrastructure. But to be viable, such measurement must overcome many challenges:
logistical, financial, methodological, technical, legal, and ethical. CAIDA has been navigating
these challenges with modest success for ten years, providing data sets to the Internet research and
operational community in support of Internet science [1]. However, CAIDA’s measurement infras-
tructure now faces a financial crisis. There is no dedicated source of funds to support macroscopic
Internet measurement, particularly in pursuit of rigorous scientific validation of a vast amount of
currently unvalidated network research. CAIDA proposes to upgrade both of our current measure-
ment infrastructures (passive and active) to provide the research community data from the wide
area Internet that will target the need for validation of current and proposed efforts in large-scale
network modeling, simulation, empirical analysis, and architecture development.

Our infrastructure upgrade has two components. First, CAIDA’s (and, to our knowledge, the
Internet’s) last remaining single last point of public insight into the commercial Internet backbone
was lost this year. The OC-48 link that a commercial Internet backbone allows us to monitor (at the
packet header level) upgraded in February to OC192, well out of our financial ability to monitor.
This is devastating news for the Internet research community, who no longer has any source of In-
ternet backbone data upon which to base empirically grounded research. CAIDA proposes to build
a set of 10 passive monitoring platforms to capture data in support of both technical and public
policy questions of vital interest to the health of the Internet. We already have agreements in place
to allow access to strategic infrastructural locations in backbone providers, tools for anonymizing
the data, and are now only blocked on funding for the monitors themselves.

Second, CAIDA’s (and, to our knowledge, the Internet’s) most comprehensive macroscopic
Internet topology measurement infrastructure will be out of funding in January 2006, and has been
limping along for years without repairs, upgrades or expansions despite the Internet’s relentless
topological growth. CAIDA proposes to upgrade this infrastructure based on research commuity
feedback from the NSF-funded CONMI workshop [2] so that the data gathered will meet the needs
of as much of the Internet research community as possible at lowest overall cost.

Maintaining funding for such measurement infrastructure past the span of a given funded re-
search project has eluded the Internet research community. This failure has a huge negative impact
on one of CISE’s critical interests: supporting not only scientifically sound Internet research but
all large-scale networking research that requires empirical validation. We propose the acquisi-
tion of infrastructure that not only directly addresses this failure, but promises measurable
progress toward restoring the intellectual strength of a wide range of Internet modeling,
simulation, analysis, and theoretical research activities currently occurring without any val-
idation against the real world. The measurement data gathered from the proposed infrastruc-
ture will enable a wide breadth of CISE-funded and CISE-relevant projects, in at least four
categories: support for validation of scientific research; development of new measurement
technology; evaluation of proposed future Internet architectures; and empirical answers to
questions of critical national security and public policy importance. CAIDA’s long-standing
relationships with Internet operational and governance organizations will continue to improve our
understanding of the landscape and enable us to better meet the measurement and analysis needs
of the network research community as well as the larger Internet.
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Project Description

1 Overview: Measurement history, status, problems, and threats

1.1 Historical context of Internet measurement

As the era of the NSFnet Backbone Service came to a close in April 1995, the community lost the
ability to rely on what was the only set of publically available statistics for a large national U.S.
backbone. The transition to the commercial sector essentially eliminated the public availability of
statistics and analyses at a macroscopic national level.

Obstacles to the collection and analysis of traffic data on the commercial Internet pose not only
formidable technical and engineering challenges but also include often more daunting legal (pri-
vacy), logistical, and proprietary considerations. Data acquisition is further complicated by the
networks upgrading to new technologies that are generally prohibitively more expensive or impos-
sible for research groups to monitor. Indeed, statistics collection functionality takes resources di-
rectly away from forwarding of packets/frames, which tends to drive commercial providers toward
switches from vendors who sacrifice such functionality in exchange for forwarding performance.
As a result, core backbone routers simply do not have the functionality to gather fine-grained data
needed to support scientifically sound modeling, simulation, and analysis efforts. In combination
these issues leave the Internet research community continually starved for data.

For ten years, the NSF has partially funded CAIDA to try to address this problem, by supporting
CAIDA in the development and deployment of Internet monitoring hardware and software, as well
as supporting curation, analysis, and research based on the resulting data. CAIDA has the only
source of OC-48 commercial backbone data provided to the research community, under appropriate
non-disclosure and acceptable use agreements.1

However, NSF and other U.S. federal agency support has allowed CAIDA to make measur-
able progress at a goal more directly in line with NSF’s critical interest: supporting the scientific
community with data to improve the scientific integrity of Internet research. It is this goal, achiev-
able within our current context, that motivates this proposed infrastructure upgrade. Specifically,
we want to expand our ability to serve the network research community with data essential to
improving the currently abysmal state of Internet science.

Furthermore, more recently the Department of Homeland Security has recognized the need to
support the calibration of cybersecurity tools in real world environments, and is in the process of
launching the PREDICT Project [3] to allow researchers to request datasets to assist their research
into cyber defense technologies, products, models and strategies. The DHS has facilitated progress
in the legal and privacy aspects of infrastructure data access, specifically addressing the concerns
of ISPs who want to support if not collaborate with the research community but are constrained by
privacy laws or policies. But the DHS does not currently fund any measurement infrastructure of
the kind proposed here.

In the last decade CAIDA has learned a great deal about both technical and non-technical
1We acknowledge that CAIDA had a larger goal of stimulating the formation of an industry-wide neutral body empowered (by

its constituent members) to serve as a clearinghouse for analysis and aggregation of potentially sensitive data into formats safe
for sharing, as well as to take macroscopic Internet measurements to quantify performance and workload dynamics and trends.
Not only did CAIDA not succeed at this loftier goal, but several other attempts at organized data-sharing consortiums, including
by non-regulatory federal government agencies, have failed as well, for similar reasons. Namely, while technical measurement
challenges exist, the non-technical aspects (legal, economic, privacy, ethical) quickly became, and have remained for a decade, the
persistent obstacles to progress in this area.
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obstacles to measurement, and we have established relationships and participated in projects with
other agencies which continue to improve our understanding of the measurement landscape and
enable us better to meet the needs of the network research community as well as the larger Internet.

1.2 Limitations of previous and existing infrastructure

CAIDA is strongly supportive of community-oriented measurement infrastructure, and considers
the proposed infrastructure acquisition to be a step in the direction toward providing infrastructure
that can satisfy the needs of as much of the scientific community as possible. We have experience
in trying to accommodate the needs of a large and diverse research community, and in particu-
lar where the most difficult obstacles arise. For active measurement infrastructure, the paramount
concerns are how to coordinate measurement requests from a large community of researchers, and
how to ensure integrity of the data if gathered by an unknown party. For passive measurement
infrastructure, the paramount concerns are cost of hardware for high speed trace collection, and
protected access to trace data. In both cases, a community-oriented approach will be necessary to
accommodate as many needs of the community as possible as cost-effectively as possible. And
yet, given the limited funding currently available to invest in measurement infrastructure, a radi-
cal departure from the current approach is premature. We describe relevant current infrastructures
for macroscopic Internet measurement and how we propose to maintain their strengths and miti-
gate their weaknesses as we support the community in developing a more integrated longer term
strategy.

1.2.1 Active measurement infrastructures

Several infrastructures have supported or are currently supporting active measurement for research:
fully dedicated, such as Skitter [4]; shared with AUPs but more easily accessed, such as Planet-
Lab [5] or RON [6]; and fully decentralized, such as NetDIMES [7]. Other infrastructures that
supported limited active measurement went away after the funding period ended (Surveyor [8],
AMP [9], NIMI [10]). The skitter project runs out of funding in January 2006. Each project has
different costs, advantages, and weaknesses. There is no consensus on a single correct model for
supporting network measurement, and while there is general support for integration of component
infrastructures into a higher level platform to be used by the larger Internet community, there is no
available agent or funding source to support such an endeavor. Considerable obstacles to such an
open platform were discussed at the NSF-funded CONMI workshop [2]: preventing unscrupulous
use of the data to facilitate infrastructure attack; forestalling attempts to manipulate measurements
to mischaracterize ISP network structure and scope. Further, measurements that generate bad press
for ISPs or difficulty for ISP operators may lead quickly to countermeasures that try to deceive or
block network measurement efforts.

In this project we offer a compromise for our active measurement infrastructure: support lim-
ited flexibility of the infrastructure, in particular implementing more intelligent probing techniques
described in the literature [11]. We will continue to make periodic traceroute-derived AS adjacency
matrices available for research, education and non-commercial purposes.
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1.2.2 Passive measurement infrastructures

For years it has been virtually impossible for researchers to get access to passive (sniffed) data
from Internet backbone links due to privacy reasons.2 Based on trust relationships that have been
maintained for 10 years, CAIDA has been able to measure strategic links in the backbone so
long is it could provide funding for the monitor. Four times in the last ten years this backbone
infrastructure has upgraded beyond the scope of the budget CAIDA has for monitoring (OC3,
OC12, OC48, and OC192). As of March 2005 there is no available data on Internet backbone
links, and so researchers can no longer analyze Internet backbone workloads. The infrastructure
we propose to acquire for this project would solve this ominous problem.

1.2.3 End-user (peer production) measurement infrastructures

Several projects have drawn on the inspiration of SETI@home to develop client-based measure-
ment software for use in a peer production [12] model, taking advantage of end users volunteering
their hosts to the measurement infrastructure by downloading and executing measurement soft-
ware that sends gathered data or statistics back to the project’s central processing site. The NSF-
sponsored CONMI workshop [2] discussed the challenges faced by three projects in this area:
traceroute@home [11]; DIMES [7]; and NETI@home, a passive measurement platform with es-
pecially daunting challenges. For active measurements, the biggest challenges are: deployment to
insure low impact on the infrastructure; prevention of use of tools for dDOS attacks; accountabil-
ity of measurement source in case of operational problems; analysis of bias due to self-selection
of sources (by volunteers); and validation of the integrity of resulting data. Client-side passive
measurement infrastructures have all the same problems as active ones but in addition they bear
formidable privacy challenges. For certain measurement questions, such as provider or applica-
tion prevalence on the macroscopic Internet, there is substantial material incentive to manipulate a
macroscopic Internet measurement system, so trust in the integrity of the measurement is essential.

In general, we do not yet understand the methodological problems of scaling Internet mea-
surement to the peer production mode. We propose a strategic approach toward a model for peer
production of Internet measurements, that begins with cross-validation of client-produced data
with more trusted measurements from controlled infrastructure. Indeed, we hope the next few
years can serve as a transition period for the community to determine if we can achieve the same
integrity from client-side infrastructures that we now can from controlled infrastructures.

2 Infrastructure to be acquired

CAIDA proposes to build a set of 10 passive OC192/10GE (core Internet backbone) monitoring
platforms to directly capture data in support of both technical and public policy questions of vi-
tal interest to the health of the Internet. We already have agreements in place to allow access to
strategic infrastructural locations in backbone providers, donated colocation space for measure-
ment infrastructure, tools for anonymizing the data, and are now only blocked on funding for the
monitors themselves. These monitors will allow research access to backbone links across the con-
tinental United States, as well as links connecting the US to Europe and Asia. The monitors will
be manufactured by Endace (www.endace.com). This is an OC192/STM-64/10GB monitor.

2There are exceptions for researchers who worked directly for a backbone ISP, e.g., Sprint, ATT, but the number of such
researchers has diminished over the years due to the meager financial situation of the ISPs.
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One FTE system administrator will be needed to build, install, and maintain the passive moni-
toring system. This systems administrator will deploy ten passive monitoring systems, configure,
calibrate, and maintain sensitive measurement cards remotely, and monitor the tapped network
links to ensure maximum availability for research efforts.

CAIDA also proposes to replace active measurement monitors that are more than five years old
with current infrastructure so that the data gathered will meet the needs of as much of the Internet
research community as possible at lowest overall cost to NSF. The active boxes we will be using
are Dell PowerEdge 750s.

One half-time programmer will develop and maintain drivers and software for collecting mea-
surements on passive and active systems. As traffic measurement card firmware and link encapsu-
lation change, software to perform reliable measurement collection must continue to evolve. This
software is a critical component of the measurement system, as it preserving information about any
physical loss or corruption of data and ensures that timestamps applied to packets are preserved
accurately. As link speeds exceed bandwidth to disk, this software allows longer-term data collec-
tions by using sampling techniques tuned to disk bandwidth with provable error bounds to support
subsequent research.

We will use existing storage facilities to store the traces, and index them in CAIDA’s Internet
Measurement Catalog [13] to be available for public use in late 2005.

3 Research and education activities enabled

A variety of CISE-funded and CISE-relevant projects will be enabled by the measurement data
gathered from the proposed infrastructure. We separate these into four classes of projects: sup-
port for validation of Internet scientific research, development of new measurement technology,
research into future Internet architectures, and empirical research of critical national security and
public policy importance.

3.1 Support for validation of Internet modeling, simulation, analysis, and measurement

1. congestion control models and simulations. Sally Floyd has carefully described the kind
of data required to provide legitimate validation for congestion control modeling [14, 15].
Specifically, proposed congestion control schemes, including those for emerging VOIP and
real-time streaming protocols, need to be tested in realistic traffic scenarios, which means
researchers need accurate data on: distribution of per-packet round-trip times, relevant to
fairness and delay/throughput tradeoffs; distribution of per-packet sequence numbers and of
connection sizes, both relevant to burstiness of aggregate traffic. Effective modeling will also
require statistics on drop rates as a function of packet and burst size.

This infrastructure will directly support the needs of the congestion control research commu-
nity by providing traces of aggregate traffic flows from core Internet backbone links, by far
the most difficult but critical scenarios against which to test.

2. evaluation of proposed transport protocols. Transport protocol research also needs realis-
tic data on the degree of synchronization of loss events between two TCP flows on the same
path. TCP-friendly rate control [16] is a particularly timely example since the IETF is try-
ing to standardize on transport protocols for voice that will be most effective and efficient
on the wide-area Internet. Evaluating such proposals requires data comparing drop rates for
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large-packet TCP, small-packet TCP, and small-packet UDP on the same path, and paths that
transit the core will be of critical importance to such evaluation.

3. Internet topology models. Many key publications of Internet topology analysis and mod-
eling [17, 18, 19, 20, 21, 22] have relied on NLANR [23] passive data, funding for which
was discontinued in 2005, and RouteViews [24] BGP data. However, several researchers
have independently shown that BGP-based topology measurements yield results that are dif-
ferent [25, 26] from those based on traceroute-based measurements [4]. Resolving incon-
gruities within and across these data sources is still an active area of research. Data from
the proposed infrastructure will support not only the networking but also on physical science
communities, who are actively using results of Internet topology measurements [17, 27, 28,
18, 19, 29, 20, 21, 30, 31, 32, 33, 34, 35, 36, 37, 38, 22].

In particular, there is still a lively debate in the Internet research community regarding
whether an infrastructure with few (∼50) sources but many (∼1M) destinations will suf-
ficiently capture the relevant parameters of topological structure and dynamics. Resolving
this debate will be impossible without more strategic measurements of the wide-area Internet,
targeted specifically toward validation of proposed hypotheses..

In addition to extensive measurement and cross-validation, discovering the fundamental laws
that govern Internet topology growth will require understanding the economic forces that
promote interconnection. Important work has begun in this area [39], and the proposed
infrastructure will allow further validation of such developing economic models.

4. Internet reverse engineering. CISE is funding a sizable project called ”A Shared Facility
for Internet Reverse Engineering” [40] draws on Spring et al.’s 2003 work [41], but there is
no discussion of how the reverse engineered knowledge will be validated. Their objective
is ambitious: ”the public availability of an unprecedented data set: an annotated map of the
entire Internet, complete with a rich set of link, router and operational attributes”, but there
is no existing infrastructure to support validation of the data gathered, nor has it been made
clear how the data will be gathered. The proposed infrastructure could support this project
in a number of ways, and CAIDA has offered to support this project with validation as much
possible with the available infrastructure.

5. Internet path characterization and diagnosis. Diagnosis of Internet path characteristics
and problems is a persistently daunting challenge, since the phenomena being measured are
occuring in infrastructure not under the control or influence of the person performing the
diagnosis. A variety of tools for bandwidth estimation have been developed, but validating
their accuracy across real-world paths remains challenging [42] since paths with known link
characteristics are required for validation. We have been able to use our current topology
measurement infrastructure, in cooperation with Abilene, to evaluate the performance and
accuracy of some of these tools, but continued access to active and passive monitors will
allow an unprecedented level of validation of bandwidth estimation tools.

Mahajan et al. [43] introduces an architecture for user-level Internet path diagnosis and a
practical tool (tulip) to diagnose paths in the current Internet. Tulip diagnoses reordering,
loss and significant queuing events by leveraging well deployed but little exploited router
features. The availability of dedicated active measurement probes can provide an opportunity
for validation, refinement, and extension of such tools, and co-location of active probes with
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passive monitors along a path can allow integrated techniques that will improve the integrity
of the models and tools.

6. Inference of Internet routing policies. Recent techniques for inferring business relation-
ships between ASs have yielded maps that have few ‘invalid BGP paths’ in the terminology
of Gao [44]. However, although these algorithms are improvements over their predecessors,
some relationships inferred by these newer algorithms are incorrect, leading to the deduction
of unrealistic AS hierarchies. CAIDA has investigated this problem, discovered what caused
it, and generalized the problem of AS relationship inference as a multi-objective optimization
problem with node-degree-based corrections to the original objective function of minimizing
the number of invalid paths. We solved the generalized version of the problem using the
semidefinite programming relaxation of the MAX2SAT problem. Keeping the number of in-
valid paths small, we obtained a more veracious solution than yielded by previous heuristics.
Validation of routing policy inference techniques is still an essential component of measuring
progress in the field of topology analysis, and a dedicated infrastructure for active probing
measurement will support this progress.

3.2 Support for development of new measurement technology

1. Active measurement tools. CAIDA has three main goals with its own topology measure-
ment activities: provide the Internet topology data to the community [45, 46]; analyze the
statistical properties of Internet topologies [47]; and construct equilibrium models for Inter-
net graphs. And yet it important to acknowledge that the accuracy of all current tools used for
wide area macroscopic topology measurement [4, 7, 48] is under dispute in the research com-
munity [47, 49]. As stated in section 1.2.3, CAIDA seeks to support the research community
in using this infrastructure to explore the use of more efficient and validated algorithms for
large-scale topology discovery, starting with implementing the intelligent probing techniques
described in the traceroute@home project [11]. The proposed infrastructure will also provide
a source of data against with to validate existing client-side topology measurement projects
[7] which have thus far had no validation.

CAIDA is also undertaking the development of a probing tool that will characterize topology
at a POP (point of presence) granularity. Pop-level traceroute (PLT) is analogous to tracer-
oute except working at the POP level. PLT will show the POPs in the forwarding path from
oneself to a given destination. PLT will work by segmenting the router-level forwarding path
obtained with standard traceroute into POPs based on several heuristics and measurement.
PLT will provide a glimpse into AS topology and AS peering at the granularity of POPs. In-
deed, without progress on PLT techniques the network research community will be unable to
make breakthrough progress in modeling of intradomain and interdomain routing, including
inference and analysis of fine-grained peering relationships. More broadly, research on PLT
is a requisite step toward ultimately developing an Internet-wide pop-level map, which will
allow empirically grounded answers to a multitude of relevant architectural and policy ques-
tions about the Internet. This infrastructure will provide a place to test and refine CAIDA’s
and others’ pop-level topology probing tools.

2. Passive measurement tools. Good performance under extreme workloads and isolation of
resource consumption of concurrent jobs are perennial design goals of computer systems
ranging from multitasking servers to network routers. CAIDA has developed a specialized
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system that computes multiple summaries of IP traffic in real time and achieves robustness
and isolation between tasks in a novel way: by automatically adapting the parameters of the
summarization algorithms [50]. In traditional systems, anomalous network behavior such as
denial of service attacks or worms can overwhelm the memory or CPU, making the system
produce meaningless results exactly when measurement is needed most. In contrast, our
measurement system reacts by gracefully degrading the accuracy of the affected summaries.

We have evaluated many existing algorithmic solutions for computing traffic summaries, as
well as two of our own solutions that offer better memory versus accuracy tradeoffs and have
more predictable resource consumption. We have also evaluated the actual implementation
of a protoype system that combines the best of these algorithms. The proposed infrastructure
provides an ideal place to test and further improve these implementations.

3. Trajectory Sampling

Trajectory sampling [51] is a measurement technique that allows the inference of a traffic
flow via observation of the trajectories of a subset of all packets in a flow as it traverses a
path. This approach samples packets based on a hash function computed over the packet
content, allowing reconstruction of packet trajectories. Experimenting with these novel tech-
niques requires instrumentation of multiple nodes along a path, a circumstance the research
community does not have access to without dedicated measurement infrastructure for this
purpose, e.g., what we propose here.

4. IETF’s packet sampling protocol development

The IETF’s Packet Sampling (PSAMP) working group [52] is in the process of defining a
standard set of capabilities for network elements to sample packets at high speed but with
rich filtering semantics. The goal of this effort is to have network devices support multiple
parallel packet samplers, each with independently configurable filters, reports, and export.
The proposed infrastructure would support experimentation and refinement of packet sam-
pling algorithms under realistic traffic loads, in pursuit of developing functionality that can
eventually be deployed standard on device line cards.

3.3 Support for empirical research of critical public policy questions

There are several areas where empirical macroscopic Internet measurement could directly inform
critically important public policy debates.

1. Workload characterization and calibration. Various measurements over the years have
offered confirmation of the heavy-tailed distribution of Internet flow sizes, but this knowl-
edge has had little impact on operational reality. There is growing interest in capturing and
analyzing Internet traffic characteristics in pursuit of insights that will positively affect op-
erations, but opportunities to gather such data have diminished almost completely since the
privatization of the infrastructure. Since its establishment CAIDA has been able to measure
strategic links in the backbone so long is it could provide funding for the monitor. Four times
in the last ten years this backbone infrastructure has upgraded beyond the scope of the budget
CAIDA has for monitoring (OC3, OC12, OC48, and OC192). As of March 2005 there is no
available data on Internet backbone links, and so researchers can no longer analyze Internet
backbone workloads. If researchers are lucky enough to gather workload data from local
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campuses, they have no means to calibrate it with commercial Internet backbone traffic. The
proposed infrastructure addresses this problem.

2. Analysis of the spread of Internet worms. It has been clear since 1988 that self-propagating
code can quickly spread across a network by exploiting homogeneous security vulnerabili-
ties. However, the last few years have seen a dramatic increase in the frequency and viru-
lence of such worm outbreaks. For example, the Code-Red worm epidemics of 2001 infected
hundreds of thousands of Internet hosts in a short period - incurring enormous operational
expense to track down, contain, and repair each infected machine. In response to this threat,
considerable effort has focused on developing technical means for detecting and containing
worm infections before they can cause such damage.

CAIDA used its empirical topology data to investigate how well worm containment ap-
proaches would work on actual Internet infrastructure. Using a combination of analytic
modeling and simulation, we described how various design factors impact the dynamics of
a worm epidemic and, conversely, the minimum engineering requirements necessary to con-
tain the spread of a given worm. While our analysis cannot provide definitive guidance for
engineering defenses against all future threats, we demonstrated the lower bounds that any
such system must exceed to be useful today. Unfortunately, our results suggest that there are
significant technological and administrative gaps to be bridged before an effective defense
can be provided in today’s Internet. Data from the proposed measurement infrastructure will
support continued research into the viable protections and responses of Internet infrastructure
to virulent worms.

3. Analysis of the Internet Service Provider hierarchy. Analysis of the the Internet Service
Provider (ISP) hierarchy is critical to a deeper understanding of technical, economic and reg-
ulatory aspects of the Internet inter-domain routing system. As part of CAIDA’s research
agenda to measure and analyze macroscopic Internet structure, we have developed and re-
fined our procedure to rank Autonomous Systems (AS Rank) by their location in the Internet
hierarchy [53]. Our ranking relies upon AS relationship information that we discover us-
ing our new inference algorithms [54], rooted in economic AS relationships. Specifically,
we rank each AS as a function of the number of IP prefixes advertised by this AS, its cus-
tomer ASes, their customers ASs, and so on. This analysis is critically dependent on the
accurate collection of a vast amount of Internet topology data. Without the infrastruc-
ture proposed in this project, we know of no other objective analysis of commercial ISP
coverage of the Internet’s topology.

4. Prevalence and growth of P2P file sharing. Since the emergence of peer-to-peer (P2P)
networking in the late ’90s, P2P file shsaring applications have multiplied, evolved and es-
tablished themselves as the leading growth application of Internet traffic workload. The pres-
ence of this traffic on the Internet has catapulted into the focus of public policy, legislative,
and ethical discussions in the mainstream media, including U.S. Supreme Court case (MGM
vs. Grokster). In particular, the RIAA and others have published claims that P2P file sharing
traffic on the Internet is dropping as a result of the RIAA’s criminal lawsuits [55, 56]. These
conclusions are based on no actual Internet traffic data, but rather on telephone surveys or
software downloads of a single P2P application.

CAIDA has invested considerable effort in the objective analysis of P2P traffic identification
and growth, in an attempt to ground policy discussions with as accurate empirical data and
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the most scientifically sound analysis possible. The identification of P2P file sharing traffic is
challenging from a scientific perspective. In contrast to first-generation P2P networks which
used well-defined port numbers, current P2P applications have the ability to disguise their
existence through the use of arbitrary ports (application identifiers). As a result, reliable esti-
mates of P2P traffic require examination of packet payload, a methodological land mine from
legal and privacy perspectives. Indeed, access to user payload is often rendered impossible by
these factors, inhibiting trustworthy estimation of P2P traffic growth and dynamics. To deal
with these issues, CAIDA has developed a systematic methodology to identify P2P flows at
the transport layer [57], i.e., based on connection patterns of P2P networks, without relying
on packet payload. We believe our approach is the first method for characterizing P2P traffic
using only knowledge of network dynamics rather than any user payload. To evaluate our
methodology, we also developed a payload technique for P2P traffic identification, by reverse
engineering and analyzing the nine most popular P2P protocols, and demonstrating its effi-
cacy with the discovery of P2P protocols in our traces that were previously unknown to us.
Our results, including a follow-up study [58], demonstrate that P2P traffic continues to grow
unabatedly, contrary to claims made in the popular media [55, 56]. The availability of neutral
data sources and objective analyses from the most aggregated, statistically multiplexed points
in the network, i.e., the core backbones, will inform one of the most important public policy
questions of the 21st century: will either litigious or technical (DRM) approaches succeed in
thwarting the explosion of P2P file sharing on the global Internet?

3.4 Support for research into future Internet architectures

As the National Science Foundation considers its role in supporting the research and development
of new and innovative Internet architectures [59, 60], it will be important to draw on lessons that
we have learned about the current Internet, in particular its persistent weaknesses, of which mea-
surement is a huge one. It would be unwise to undertake such an ambitious venture without clearly
identifying the roots of the problems with the current Internet. Research areas include: validating
or refuting [implicit] assumptions about the current network (traffic, naming, routing, security)
that are driving its evolution; and applying what we have learned from Internet measurement to the
design of new network architectures, including how to facilitate the kind of measurement needed
to support architectural goals [61].

Without applied experience with real-world Internet measurement, researchers will be address-
ing such questions in a vacuum. The proposed infrastructure will allow a larger fraction of the
research community access to data that would inform discussion of measurement questions that
are increasingly relevant to not just the Internet, but future large-scale networks.

4 Limitations of proposed infrastructure

We recognize that even if this project is funded, it will only facilitate insights into small pieces
of the larger picture. The proposed infrastructure does not cover wireless data, IGP data, traffic
matrix data. The active probing will run into the same methodological problems that all probing
does: filtering, layer-2 technologies that hide layer 3 information, e.g., MPLS, and inconsistent
non-standard behavior in responding to probes that can mislead topology inferences. But ten years
of Internet research has made it clear that gathering enough data to improve the state of Internet
science at a broad scale would take substantially more funding than CISE has available, so for now
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we seek strategic areas that can offer us the greatest potential for a wide range of scientific progress
at the lowest cost to the taxpayers.

5 Relationship to other CISE and CAIDA projects

Consistent with goals of the solicitation, this project will: (1) increase the recognition of the re-
search group (CAIDA) in the host institution (SDSC) and national community (academic, gov-
ernment, and industry); (2) increase industry participation and increase the opportunities for co-
operation in the CISE research community; and (3) enable the proposers as well as the broader
community to undertake important work that would not be possible without the infrastructure.
Table 1 lists a sample of projects that will be enabled by the proposed infrastructure.

Table 1: Relationships between community projects and proposed infrastructure
research area community project
validation congestion control models and simulation

evaluation of proposed transport protocols
internet toplogy models

internet reverse engineering
path characterization and diagnosis

inferring internet routing policies
measurement technology topology measurement tools

passive flow measurement tools
IETF’s PSAMP sampling protocol development

empirical analysis workload characterization
application cross-section

analysis of spread of Internet worms
relative ISP coverage of Internet topology
prevalence and growth of P2P file sharing

architectural measurements to support future Internet architectures

6 Why CAIDA is the most appropriate team for this project

CAIDA is recognized as a world leader in Internet measurement and data analysis, and has pro-
vided several landmark studies of Internet performance, workload, and topology issues [62]. CAIDA
has years of experience in development, implementation, and evaluation of measurement infras-
tructure, as well as with anonymization and analysis tools for the gathered data. CAIDA’s long-
standing trust relationships with many Internet service providers and equipment vendors facilitate
monitor deployment and informed analyses. To technical, operational, and policy communities,
CAIDA is among the most trusted sources of objective measurement tools and analyses.

With regard to software infrastructure support, CAIDA has recently developed a new tool,
whale [63], for tracking data sets, including backup timestamps, why and with what configuration
a data set was collected, whether the data has been made publically available, and automatic gener-
ation and posting of statistics about collected data sets each night to CAIDA’s data page [1]. Whale
also maintains monthly and cumulative totals of per-project and overall data collected, allows com-
parison of filesystem trees to verify backups, and stores md5 checksums to ensure data integrity.
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For each packet trace, whale stores statistics about the number of packets, bytes, and flows in pas-
sive traces, such that we can easily locate traces by such attributes. Whale also supports flexible
grouping of files by filesets, projects, and experiments, where files can be part of multiple projects
to support correlation across heterogenous data sets.

Housed at SDSC, CAIDA represents a unique combination of talents and facilities necessary
to achieve the proposed goals. Moreover, the involvement of the DHS into this area (via the
PREDICT project [3] in which CAIDA participates) has triggered significant progress with the
legal and privacy issues, which will further increase the potential accessibility and thus utility of
this data to the community.

6.1 Integration of Research and Education: Workshops

Each year of the project, CAIDA will host a workshop specifically targeted at measurement needs
for validation of modeling and simulation, bringing together researchers, preferentially graduate
students, with measurement experts and operators who can provide insights into collected data sets.
These workshops will provide an opportunity to present research using the data collected from the
infrastructure, get feedback on operational idiosyncrasies of the data, and discuss new or changing
measurement needs to support validation tasks for the following year.

6.2 Integration of Research and Education: Internships

CAIDA offers a unique opportunity for students to gain experience with massive (and messy)
datasets that require both sound methodology and efficient management of computing resources to
analyze. During summers, CAIDA hosts several graduate students from other institutions in order
to acquaint Internet researchers with our data sets and to advance mutually beneficial collaboration.
We expect to have 2-4 summer students each year of the grant, at least half of them from institutions
other than UCSD. CAIDA also encourages sabbatical visits from industry engineers [64].

6.3 Integrating Diversity into CAIDA Activities

Based at UC, San Diego, CAIDA has a strong record of integrating diversity into our activities.
Since July 1999, the composition of our 54 paid interns has included 15 females, 30 Asian, and 2
Hispanic students. Our 17 volunteer interns in that same period have included one female and 7
Asian students.

7 Results from prior support

1. CAIDA: Cooperative Association for Internet Data Analysis. ANI-9711092. $3,199,580.
Sep 1997 - Aug 2002. (Claffy) This collaborative undertaking brings together organizations
in the commercial, government, and research sectors. CAIDA provides a neutral framework
to support cooperative technical endeavors, and encourages the creation and dissemination
of Internet traffic metrics and measurement methodologies. Results of this collaborative
research and analytic environment can be seen on published web pages on the CAIDA web
site www.caida.org. CAIDA also develops advanced Internet measurement and visualization
tools.
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2. Internet Atlas. ANI-99-96248 $468,834. Jan 1999 - Dec 2002. (Claffy) This effort involves
developing techniques and tools for mapping the Internet, focusing on Internet topology, per-
formance, workload, and routing data. A gallery that assesses state-of-the-art in this nascent
sector is published on the web.

3. Correlating Heterogeneous Measurement Data to Achieve System-Level Analysis of In-
ternet Traffic Trends. ANI-0137121, $1,013,794 Sep 2002 - Aug 2005 (Claffy and Moore)
As it grows, the Internet is becoming more fragile in many ways. The complexity in manag-
ing or repairing damage to the system can only be navigated with sustained understanding of
the evolving commercial Internet infrastructure. The research and tools proposed under this
effort lead to such insights. In particular, richer access to data will facilitate development of
tools for navigation, analysis, and correlated visualization of massive network data sets and
path specific performance and routing data that are critical to advancing both research and
operational efforts. concentration of administration of Internet infrastructure.

4. Routing and Peering Analysis for Enhancing Internet Performance and Security. ANI-
0221172, $882,999 Oct 2002 - Sep 2005 (Claffy) CAIDA performs topology analysis and
characterizes sources of growth and instability of the routing system, applying graph theory
and comparing combinatorial approaches for identifying strategic locations in the macro-
scopic Internet.

5. Quantitative Network Security Analysis. CCR-0311690, $384,183 Aug 2003 - Jul 2005.
(Moore) Much information about the state of large-scale malicious activity on the Internet is
anecdotal. Under this grant, we are developing a combination of network analysis techniques
and network measurement infrastructure to analyze large-scale Internet security threats, such
as denial of service attacks or Internet worms. In addition to our own research and analysis of
these events, datasets of interesting events collected by the UCSD Network Telescope have
been made available to other researchers.

6. New Directions in Accounting and Traffic Measurement. ANI-0137102, $649,754 Sep
2002 - Aug 2006 (Moore) As network link bandwidths increase, the ability to measure every
single packet meaningfully in an operational setting decreases. To assist, we have developed
several novel techniques for generating accurate measurement reports which degrade grace-
fully under adverse network traffic conditions. One of these approaches, Adaptive NetFlow,
was designed to be implementable in routers and produce reports which are essentially the
same as those typically collected operationally today.

7. SCI: ITR-(NHS+EVS)-(dmc+SIM): Improving the Integrity of Domain Name System
(DNS) Monitoring Trends. SCI-0427144, $3,397,981 Sep 04 - Aug 06 (Claffy) This project
helps to address National and Homeland Security recommendations by the President’s Criti-
cal Infrastructure Protection Board to develop a ’cyberspace network operations center (NOC)’.
The long-term mission of this proposal - to provide data needed to support DNS research -
also has relevance to the real Internet and how it supports economic prosperity and a vibrant
civil society. Indeed, the data, models, communications analysis, and simulation function-
alities to be provided have the potential to dramatically improve the quality of the lens with
which we view the Internet as a whole.

8. NeTS-NR Toward Mathematical Rigorous Next-Generation Routing Protocols for Re-
alistic Network Topologies. CNS-0434996, $900,000 Oct 04 - Sep 07 (Claffy and Kri-
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oukov) CAIDA proposes to open a new area of research focused on applying key theoretical
routing results in distributed computation to extremely practical purposes, i.e. fixing the In-
ternet. Our agenda is ambitious, but firmly justified by a set of several previous results, all
spectacularly unexpected, which have revealed a huge gap in our fundamental understanding
of data networks. Our agenda has three related and clearly defined tasks: 1) execute the next
step on the path toward construction of practically acceptable next-generation routing proto-
cols based on mathematically rigorous routing algorithms; 2) validate the applicability of the
above algorithms against several sources of real Internet topology data; 3) build and evalu-
ate a model for Internet topology evolution, which reflects fundamental laws of evolution of
large-scale networks.
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