
Project Summary
The relentless growth of the Internet has brought with it inevitable, and inextricable, economic

and social dependence on this infrastructure. In reality, the dependence is mutual: without a robust
source of economic support, the Internet will be unable to evolve toward the potential it quite
imaginably holds. We argue that we will soon be faced with a critical architectural inflection point
in the Internet, indeed for any network using the same architectural assumptions, and reaching the
same size, as the Internet. Most experts agree [1, 2, 3, 4, 5, 6, 7, 8] that the existing data network
architecture is severely stressed and approaching its capability limits. The evolutionary dynamics
of several critical components of the infrastructure suggest that the existing system will not scale
properly to accommodate even another decade of growth. While some ad hoc patches, some of
them quite clever, have offered temporary relief, the research and operational communities agree
that a fundamental top-to-bottom reexamination of the data network architecture is requisite to a
lasting solution. However, it remains unknown whether it is even fundamentally possible to find
and support such solutions within the framework of the current data networking paradigm.

Intellectual Merit. We propose to open a new area of research focused on applying key the-
oretical routing results in distributed computation to extremely practical purposes, i.e. fixing the
Internet. Our agenda is ambitious, but firmly justified by a set of several previous results, all spec-
tacularly unexpected, which have revealed a huge gap in our fundamental understanding of data
networks [9]. In short, we applied a recent (2001) result from theoretical computer science [10]
to realistic network topologies, proving that modern routing algorithms offer dramatically supe-
rior scalability characteristics than those being used or even considered in the network research
community. In concrete terms, we showed that application of [10] to the Internet topology would
reduce the routing table size from an order of 100,000 (in the existing Internet) to only 50 entries.
The price is a 10% increase of the average path length. Compare this tradeoff with a 15-time(!)
path length increase [9] in the most ground-shaking proposals for next-generation routing [11, 12]
ever conceived in networking. This and other unexpected results obtained in [9] demand a radical
change in our approach to research in routing, network topology and evolution. We propose here
a responsive research agenda that is cohesive, well-considered, and grounded in a mathematically
rigorous framework. We offer not only a strategic high-level program, but also a concrete outline
of low-level practical research steps needed to pursue this agenda.

Our agenda has three related and clearly defined tasks: 1) execute the next step (following [9])
on the path toward construction of practically acceptable next-generation routing protocols based
on mathematically rigorous routing algorithms; 2) validate the applicability of the above algorithms
against several sources of real Internet topology data; 3) build and evaluate a model for Internet
topology evolution, which reflects fundamental laws of evolution of large-scale networks.

The proposed research goals precisely match those of the NeTS-NR solicitation [13]: sup-
porting creation of next-generation networks; increasing our fundamental understanding of large-
scale complex networks; facilitating evolution of existing networks (through rigorous evaluation of
their capability limits); and integrating research and education, specifically through acutely needed
knowledge dissemination within and across fields.

Broader Impact. The broader impacts of this work are multi-dimensional. First, the proposed
work constitutes a promising example of multi-disciplinary research, intersecting networking, the-
oretical computer science, and physics. Not only will the research agenda require concerted cross-
fertilization across these fields, but its results will also have ramifications for research activities
in all three fields. Further, the new network system modeling methodology proposed will have
impact far beyond the realm of the current Internet. Indeed, the results will be elegantly generic
in nature; they will dramatically increase fundamental understanding of not only the traditional
Internet and data networks, but also of many other types of self-evolving large-scale systems, such
as biological, social, and language networks [14].
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1 Introduction

The relentless growth of the Internet has brought with it inevitable, and inextricable, economic and
social dependence on this infrastructure. In reality, the dependence is mutual: without a robust
source of economic support, the Internet will be unable to evolve toward the potential it quite
imaginably holds. We suggest that we will soon be faced with a critical architectural inflection
point in the Internet. Most experts agree [1, 2, 3, 4, 5, 6, 7, 8] that the existing data network
architecture is severely stressed and reaching its capability limits. The evolutionary dynamics of
several critical components of the infrastructure suggest that the existing system will not scale
properly to accommodate even another decade of growth.While some ad hoc patches, some of
them quite clever, have offered temporary relief, the research and operational communities agree
that a fundamental top-to-bottom reexamination of the data network architecture is requisite to a
lasting solution. However, it remains unknown whether it is even fundamentally possible to find
and support such solutions within the framework of present networking paradigms.

Therefore, the first high-level question we seek to answer is: will a viable next-generation data
network architecture require a (by definition radical) paradigm shift? For example, will graph-
theoretic abstraction of network topology eventually be insufficient? To answer this provocative
question, we must find mathematically rigorous bounds for scalability-related parameters e.g.,
routing table size and path length inflation, of an architecture based on the current graph-theoretic
paradigm. The lower bounds are of particular theoretical interest for us since they imply that a
given scalability parameter in any potential solution cannot grow slower than its lower bound.
Thus, if the theoretical lower bounds, which indicate how well a system can scale in principle,
are high, then a paradigm shift is inevitable. We might conclude, for example, that a graph-
theoretic representation of network topology carries inherently, and dramatically, poorer scaling
characteristics than alternative approaches.

On the other hand, if the theoretical analysis yields practically acceptable results, then the
next question is: can we find any algorithms whose upper bounds approach the theoretical lower
bounds? If such algorithms exist, we must determine next if they can be implemented as protocols
that would satisfy other practical requirements [6], and if they can be seamlessly deployed in a
next-generation network architecture. This process constitutes our high level research agenda.

The component of the present data network architecture that suffers, and faces, the most stress
is arguably the routing system [1, 2, 3, 4, 5, 6, 7, 8]. While the data plane can support forwarding
lookups on tables of up to millions of entries [15], empirical observations have shown that the
control plane is already close to its capability limits [8]. The problem is not routing table size per
se, but the relationship between increasing table sizes and routing convergence times. Further, the
challenge has two dimensions [2]: first, can routing hardware scale appropriately; and second and
more fundamental, are optimal routing convergence times and routing stability even achievable in
principle, regardless of hardware limitations.

We also note that routing scalability parameters depend strongly on characteristics of the un-
derlying network topology. Not only network size, but also its structure, matters. One intuitively
expects that routing on a ‘nice clean topology’ is easier than on a random dynamic ‘mess’. There-
fore, we care about realistic topologies, and since our concern is scalability, we must consider real,
large-scale networks. Note that accurate knowledge of network topology is essential not only to
routing, but also to other networking functionality, ranging from traffic measurement and charac-
terization to economic and even social aspects of communication networks. Heightened interest in
national cybersecurity has highlighted the analysis of network resilience to both random failures
and hostile attacks [14] as a critical priority requiring precise topology knowledge.

We address our questions at the highest level of abstraction possible within present networking
paradigms—scalable routing on idealized graphs. Staying general as long as possible will allow us
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to obtain rigorous results (outlined in Section 4.1) applicable to many types of networks, including
overlay as well as programmable wireless and sensor networks. That said, we recognize that
the Internet, the largest data network known, is an ideal and obvious domain for investigation of
scalability questions. Indeed, the most severe routing scalability problems widely known today
have occurred in Internet interdomain routing [1, 2, 3, 4, 5, 6, 7, 8]. So while the impact of
the proposed work transcends the current Internet architecture, the research will require that we
increase and disseminate our knowledge about the true topology of the Internet (see Section 4.2).

Another question we must answer in order to ensure long-term practical value of our theoretical
results: what are the fundamental laws of network evolution? If we gain deep insight into existing
network topology, but develop no model that can predict how it will evolve, the relevance of our
results is fleeting. This concern is well-founded, given that the current Internet routing architec-
ture is rooted in an assumption that is no longer valid: a sparse topology allowing for hierarchical
network partitioning [16]. This assumption was true during the early days of the ARPANET [17]
but no longer holds today [7], and we argue that this conflict is a fundamental cause of observed
scalability issues [9]. We thus propose to build and evaluate a model for Internet topology evolu-
tion, one that reflects fundamental laws of evolution of large-scale networks and also explains our
revelations in [9]. Discerning the true forces driving evolution of large-scale networks offers not
only predictive power in the face of exogenous changes to the system, but also potential knobs of
influence.

In summary, our focus is on next-generation routing proven to scale well into the future evolu-
tion of real network topologies.

We structure the proposal as follows. We first provide, in Section 2, some background on
Internet routing, topology, and evolution to set up context for our research agenda. We then give
a detailed rationale for why we argue that a radical shift in emphasis is necessary, which includes
explaining the spectacularly surprising results that inspire our proposed agenda (Section 3). In
Section 4 we describe our proposed research agenda, which involves three related tasks: in routing,
topology, and modeling Internet evolution. Figure 2 is a logistical flowchart of our routing research
agenda.

2 Background

2.1 Routing Theory

A mathematically rigorous formulation of scalability aspects of routing in networks is a well-
studied problem in the theory of distributed computation [18]. At the core of this problem is a
triangle of trade-offs among routing table size, convergence parameters, and path length inflation.
By “trade-off” we mean that, for example, routing table size decrease comes at a price of increase
in average path length.

In distributed computing, the routing table size is usually referred to as the memory space,
meaning the amount of memory required by a routing algorithm either per node (called local
space) or for the whole network (the total memory space). We will also call a routing algorithm a
scheme [19], but we will differentiate between a scheme and a routing protocol, an implementation
of a given routing scheme that can be deployed in real networks.

The convergence parameters, which we will collectively call adaptation costs [20], can be, for
instance, the (maximal) number of control messages generated by a routing scheme per topology
change, or sizes of those messages.1 For example, according to theoretical work in [21, 22] as well
as experimental observations [23, 24], we know that adaptation costs of the existing Internet routing

1The exact definition of the adaptation cost depends on the dynamic network model the scheme uses.
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architecture have an infinite upper bound since there are scenarios where the Internet interdomain
routing protocol (Border Gateway Protocol—BGP) does not converge at all!

Finally, the path length inflation is measured by stretch. The stretch is a worst-case multiplica-
tive path length increase factor associated with a given routing scheme. For example, a stretch-3
routing scheme produces paths that are at most three times longer than the corresponding shortest
paths. Stretch-1 routing and shortest path routing are synonymous.

In the existing routing architecture, high memory space and adaptation costs are practical scal-
ability problems. Since almost all currently deployed routing protocols are based on a small set of
shortest-path routing algorithms, stretch is not a practical concern. However, stretch might easily
become relevant if we consider non-shortest path (stretch>1) routing algorithms.

The memory space, stretch, and adaptation costs of a given routing scheme depend strongly on
the topology of the network to which the routing scheme is applied. In other words, the topolog-
ical properties of real networks transform the theoretical parameters outlined above into the real
scalability problems the Internet faces today [25]. Therefore, any rigorous routing research capa-
ble of producing practically viable results depends on validation against real topology data, which
requires maintaining accurate sources of such data.

2.2 Internet Topology

For the reasons mentioned in the Introduction, the real network of most interest is the Internet.
Many parameters characterizing Internet topology have power-law distributions [26, 27]. Al-
though the question of how closely the real Internet topology follows power laws remains open
to debate [28, 29, 30, 31], the fact that Internet topology at the granularity of Autonomous Sys-
tems (ASs) is a fat-tailed scale-free small-world [26, 27, 7, 32, 14] network is not in dispute.

Both the fat-tail and scale-free properties refer to node degree distribution in a graph, but often
overlooked is the fact that these two topology characteristics are completely independent [14]:

1. The node degree distribution has a fat tail if there is a noticeable number of high-degree
nodes (“hubs”) in the graph.

2. The graph node degree distribution is scale-free if it lacks any characteristic scale, which
effectively means that the graph has many low-degree nodes.

Graphs with power-law node degree distributions possess both properties, as opposed to classi-
cal Erdős-Rény random graphs [33], where any pair of nodes is connected with a fixed probability.
Node degree distributions in such random graphs are close to a narrow Poisson distribution cen-
tered around its average (characteristic scale) and exponentially decreasing at high degrees. The
term scale-free is often used as a substitute for power-laws, and we adhere to this terminology in
this proposal.

Scale-free networks necessarily possess the “small-world” property [34, 35, 36]. Indeed, even
a moderate number of ‘hubs’ guarantees low average shortest path length (or simply the average
distance) and low width of the distance distribution [34]. In other words, in small-world graphs, the
first two moments of the distance distribution are small.2 For example, in the AS-level graph of the
Internet, the average AS-hop distance is approximately 3.5 and the dispersion is around 1 [7, 32].
Approximately 86% of AS pairs are at a distance of 3 or 4 AS hops.

The small-world property and other properties of scale-free networks are intricate [14] and
drastically affect traditional views, approaches, and even methodology of network-related re-
search [30]. Unfortunately, in many cases (including the Internet case) other graph classes with

2Note that this definition follows the argument in [14] and is slightly different from the original definition in [37], which also
requires strong clustering in a network.
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quite different properties have been traditionally assumed to be sufficiently accurate models for
realistic networks. We now know that these models have little to do with reality [38], a gap that de-
mands fundamental reexamination of what we know about large-scale networks, and in particular
what depends on their topology. This proposal represents an initial itinerary for this process.

2.3 Internet Evolution

The first step of such reexamination is to provide a rigorous explanation of evolutionary dynamics
responsible for the appearance of power laws in the Internet. Beyond its immediate practical
importance to routing research, this question has two other fundamental aspects with long-term
value (cf. Section 1):

1. The Internet is one of many examples of scale-free networks [14], and it is possible that its
laws of evolution may derive from more general laws of network evolution.

2. Empirical discovery of power-laws in many networks came as a big surprise—there had
been virtually no theoretical prediction that power-laws would hold in such a large number
of different types of networks. Indeed, most believed that the Internet in particular possessed
quite different structures and properties [38]. This observation implies that a fundamental
piece of understanding of large-scale networks was missing.

The above two considerations have inspired great recent popularity in the field of network
evolution modeling. Since the discovery of power laws in the Internet [26], the number of pro-
posed models has grown rapidly, including from both networking [39, 40, 41, 42] and statistical
physics [43, 44, 45, 46, 47, 48, 49, 50, 51, 52, 53, 14] (studying the dynamics of complex systems
at the fundamental level). However, there is arguably not yet any Internet evolution model that is
satisfying from both networking and physical standpoints [25]. As a consequence, the fundamen-
tal laws governing Internet evolution remain unclear. The central obstacle on the path toward a
satisfying model is the methodological barrier described below.

On one hand, the Barabási-Albert (BA) preferential attachment model [43] and its deriva-
tives [44], popular among physicists, have received much criticism from the networking com-
munity [30, 31] for being too general, not incorporating domain specifics, and hence failing to
accurately predict many peculiarities of Internet topology and evolution.

On the other hand, the only explanatory [30] model proposed by the networking commu-
nity [41] tries to incorporate Internet evolution specifics by introducing a number of external pa-
rameters that allow one to easily fit the output of a model to observed data. The proliferation of
parameters is not comforting, since any model with a sufficient number of external parameters can
be forced to produce any required output by parameter manipulation.

A system model represents the fundamental laws of evolution laws when all its parameters
can be expressed via physical variables [14] or when the physical values of the external parame-
ters (such values correspond, for example, to properly defined analogs of the minimum energy or
maximum entropy in the system) match the observed data. In other words, a model reflecting the
fundamental laws of the system dynamics should reproduce observed data with a minimum num-
ber of external parameters obtained via data fitting procedures. There is currently no such Internet
evolution model. We propose to build one.
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3 High-Level Rationale

3.1 Routing in the Internet

The direct causes of Internet routing table growth are well-studied: increasing topology density, in-
cluding multihoming and peering; routing policies; inbound traffic engineering; address allocation
policies; etc. [54, 7, 3, 4] Several efforts, proposals, and even new routing architectures seek to ad-
dress those factors. Prominent efforts in this direction are, for example, the Beyond BGP [55] and
Atomized Routing [56] projects, the ISLAY routing architecture [12], the activity of the MULTI6
working group [57], etc. However, we argue that even if we could manage to deploy any of the
proposed approaches, it would only represent another short-term patch, because they address not
the root of the problem but its symptoms. The Internet needs more than a short-term solution.

Consider the ISLAY architecture, which implements the idea of routing on AS numbers: AS
numbers (or aggregate identifiers, in the terminology of [12]) become addresses within an inter-
domain routing protocol. This approach would immediately reduce the routing table size by an
order of magnitude (there are an order of 105 of IP prefixes in the global routing table today and an
order of 104 ASs). However, over time, an increasing number of small (stub) networks will want
to participate in interdomain routing, e.g., for traffic engineering reasons, and would require their
own AS numbers. Such small networks would utilize tiny portions of the public IP address space,
and the total number of ASs would grow to the same order as the total number of IP prefixes, and
we will end up facing essentially the same problem we have today. Lending further credibility to
this hypothesis is the empirical observation in [7] that even in the existing Internet, the number of
ASs na grows faster than the number of IP prefixes np: np ∼ n2/3

a .
This example demonstrates the need to investigate the problems at their most fundamental level

in order to find sustainable scalable solutions. We argue that any sustainable long term solution
must rely on routing algorithms with practically acceptable rigorous bounds for memory
space, stretch, and adaptation costs on graphs with realistic topologies.

We contend that the most sophisticated concept about routing scalability that the networking
community is aware of seems to be aggregation, i.e. multiple levels of hierarchical network parti-
tioning in the manner of the Kleinrock-Kamoun (KK) routing scheme [16], which introduced the
idea of hierarchical routing and analyzed the trade-off between memory space and stretch for the
first time.

Unfortunately, the KK scheme did not provide any algorithm for construction of the required
network partitioning, i.e., the hierarchy itself. Furthermore, assuming that a required partitioning
exists, Kleinrock and Kamoun showed that the stretch produced by their scheme would be rea-
sonably low only for sparsely connected networks with high average path lengths [16]. Today we
know that the Internet, being a scale-free network, bears the small-world property (cf. Section 2.2),
which means that its average path length is small. As we analytically showed in [9], the stretch
produced by the KK scheme on the real Internet topology would be extremely high—15, mean-
ing routing could produce paths as much as 15 times longer than the shortest path between the
same two points. This result has a radical implication: proposed routing architectures based on
hierarchical network partitioning (Nimrod [11], ISLAY [12], etc.) are not realistic.

Fortunately, the theory of distributed computations has accumulated a significant number of
impressive results in the routing area. Several recent compact routing schemes [58, 10, 59] guar-
antee succinct routing tables but with much smaller increase of stretch than in the KK case. Note
that we must allow the stretch to increase since generic (i.e., applicable to all graphs) shortest path
routing is incompressible [60]. More precisely, the memory space lower bound for generic shortest
path routing is as high as the upper bound of trivial shortest-path routing O(n log n), where n is
the network size.
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Figure 1: The average stretch as a function of the average distance d and the standard deviation of the
distance distribution σ in a graph. The white and black points are the stretch apex and the Internet. The
stretch apex is a unique point characterized by a row of critical phenomena the stretch function has at
this point [9]. The Internet point is in a tiny neighborhood of the apex, so that one can be inclined to
assume that the Internet topology has been carefully crafted to approach the apex. However, the Internet has
evolved without any known relation to stretch! We unavoidably conclude that there is a gap in fundamental
understanding of the Internet evolution.

However, shortest-path routing is an essential requirement for any realistic interdomain routing.
For example, a routing scheme that would prevent a pair of adjacent ASs from utilizing a shortest-
path peering link between them would be operationally unacceptable. Thus, any stretch>1 routing
scheme applied to the Internet for operational use will require some augmentation of the routing
tables with shortest-path routing information. Such increase of memory space might break the
theoretical memory space upper bound of the routing scheme.

Thus, the first applicability concern regarding modern compact routing schemes is how far their
average stretch on realistic scale-free graphs is from 1. In other words, the specific first question
on the path toward a scalable next-generation routing architecture is: is it possible to construct a
routing scheme simultaneously characterized by low memory space and low stretch on realistic
scale-free network topologies? We answered this question positively in [9].
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3.2 Our Previous Work

In 2003 we found that one of the three pairs of trade-offs discussed in Section 2.1, namely, the
memory-stretch trade-off, is surprisingly good on realistic scale-free topologies [9]. We considered
the recent static stretch-3 routing scheme by Thorup and Zwick (the TZ scheme) [10]. The stretch
value of 3 is the minimal stretch value allowing for significant reduction of the local memory space
lower bound [19, 61]. The TZ scheme is the only known nearly optimal stretch-3 scheme. Its local
memory space upper bound of O(n1/2 log1/2 n) is nearly (up to a logarithmic factor) equal to the
theoretical lower bound of Ω(n1/2) [62].

Using methods of probability theory and mathematical analysis, we derived the approximate
analytic expression for the average stretch produced by the TZ scheme on any graph. This ex-
pression turned out to be a function of only the first two moments of the distance distribution in a
graph.

We also implemented the TZ routing scheme so that we could simulate its performance on
Internet-like graphs produced by the power-law random graph (PLRG) generator [63].3 We ob-
tained a close match between analysis and simulations and found that both the routing table size
and stretch produced by the TZ scheme are small on Internet-like topologies. For 104-node graphs,
the routing table size had only 52 entries, and the stretch was around 1.1 [9]. This result proves that
for realistic scale-free graphs, there is no fundamental conflict between memory space and stretch.
This first step points to a well-defined path toward future work in this area, as we describe below
in Section 4.1.

In the same study we discovered something of even greater theoretical importance: the Inter-
net’s proximity to the unique critical point of the TZ stretch function. Our analytical results allowed
us to collect sufficient numerical data to analyze in detail the structure of the average stretch func-
tion. We showed that this structure has a unique point (called the apex) characterized by a set of
critical phenomena [9]. What astonished us was how nearby this apex was the point most closely
representing the real Internet topology, according to the best topology data sources available (see
Figure 1).

This finding is absolutely unexpected, and points to a huge gap in our fundamental understand-
ing of the Internet. Specifically, no one has ever assumed that laws of Internet evolution had any-
thing to do with stretch. Our discovered connection demands a concerted search for relationships
between the memory-stretch trade-off and laws of Internet evolution (cf. Section 4.3).

4 Proposed Research Agenda

We are now prepared to describe in detail our proposed research program. Our agenda has three re-
lated and clearly defined tasks: 1) execute the next step (following [9]) on the path toward construc-
tion of practically acceptable next-generation routing protocols based on mathematically rigorous
routing algorithms; 2) validate the applicability of the above algorithms against several sources of
real Internet topology data—this tasks requires that we also quantify and compare the precision of
these data sources, which has been needed by the Internet research community for several years;
3) build and evaluate a model for Internet topology evolution, which reflects fundamental laws of
evolution of large-scale networks and which explains our revelations in [9]. We describe each task
in detail below.

3We chose PLRG because it was shown to produce the most realistic topologies among known Internet topology generators [38].
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4.1 Compact Routing

Methodology. We propose to apply the methodology we used in [9] (cf. Section 3.2) to several
routing schemes proposed in the recent literature [64, 58]. We will focus on the stretch-5 scheme
obtained in [64], which we will call the ACLRT scheme for the author names, and on the scheme
from [58], the Cowen scheme. We will first seek analytic solutions for the average memory space,
stretch, and other relevant performance characteristics of these schemes on realistic topologies. We
will also implement the schemes for simulation purposes, extending the software we wrote to sim-
ulate the TZ scheme in [9]. We will generate random graphs with specified realistic topologies and
analyze distributions of each scheme’s performance characteristics on generated graphs. Figure 2
shows a logistical flowchart of our routing research program.

4.1.1 Toward Dynamic Routing: Name Independence

We will analyze the average performance parameters (local memory space, stretch, control
message sizes, etc.) of the ACLRT scheme [64] on realistic network topologies. The ultimate
goal of this work is either: 1) to find a dynamic routing scheme with practically acceptable
upper bounds for the above parameters on scale-free graphs; or, 2) to find unacceptable
lower bounds demonstrating that such routing is impossible in principle.

Rationale. While we showed that both the memory space and stretch can be made extremely
small on scale-free graphs, we assumed unbounded adaptation costs in [9]. In other words, we
considered the static case, whereas any realistic routing protocol must be dynamic.

The mathematically rigorous approach to routing on dynamic graphs is fundamentally hard.
The question of whether it is possible, in principle, to efficiently represent a highly dynamic ob-
ject, a real network, by an intrinsically static construct, a graph, seems to be at the root of the
difficulty [65]. Increasing the perceived challenge is our knowledge of several pessimistic lower
bounds. For example, assuming unbounded memory space and message size, there is always an
n-node graph such that any generic stretch-s routing scheme has to produce an order of n/s con-
trol packets to converge after some topology change on this graph. In other words, the adaptation
cost lower bound is Ω(n/s) [66]. The implication of this lower bound is, for example, that if we
consider shortest path routing on all graphs of size n, then we cannot guarantee less than an order
of n routing control packets per topology change, which is practically unacceptable.

However, we saw in [9] how surprisingly good the scale-free graphs turned out to be with
respect to the memory-stretch trade-off, which is much worse in the generic case [19]. Therefore
we might expect that if we narrow the class of graphs to the scale-free graphs, the dynamic case
trade-offs would also improve significantly.

The first practical step to verify the above conjecture is to analyze name-independent routing
schemes. The scheme we considered in [9] is not name-independent; it renames network nodes to
encode useful topological information in their names. As soon as any node or link failure occurs,
the topology changes, and there are no bounds for the amount of nodes that need to be renamed as
a result of topology change.

Fortunately, the authors of [64] have recently made significant progress in construction of
low-stretch name-independent compact routing schemes. For example, they obtained a name-
independent stretch-5 scheme (the ACLRT scheme) with local memory space upper bound of
Õ(n1/2)4 and message header size upper bound of O(log2 n). Our first routing research goal
is to analyze the behavior of name-independent routing schemes on realistic network topolo-
gies.

4We use the standard notation Õ(x) = O(x logO(1)(x)).
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Figure 2: The routing research program plan. Plausible outcomes are shown by bold lines. The shaded boxes
represent research tasks in future projects. The ACLRT, Cowen, EGP, and TZH schemes are from [64, 58,
59, 10] respectively.

Importance. Either a positive or negative outcome of this research task is important. If we find
the scheme’s performance practically acceptable (including the required behavior of the average
stretch as a function of n, cf. Section 4.1.2 below), then the next step in routing research is to
develop a truly dynamic scheme based on ACLRT. However, a negative result implies that we
must pursue more fundamental analysis of lower bounds for name-independent routing on scale-
free graphs. See Figure 2 for a logistical flowchart of our routing research program.

4.1.2 Shortest Path Routing

We will first consider the average stretch as a function of n for the ACLRT scheme (cf. Sec-
tion 4.1.1. If we find that the average stretch does not approach 1 fast enough in the limit
of large n (see below), then we will apply our methodology to analyze the average stretch
of the Cowen scheme [58] on realistic network topologies. The ultimate goal of this task is
either: 1) to find a routing scheme with a practically acceptable upper bound for the num-
ber of non-shortest paths on scale-free graphs; or, 2) to find an unacceptable lower bound
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demonstrating that such a routing scheme does not exist.
Rationale. In [9], we found that the average TZ stretch s̄(n) on scale-free graphs, being a

decreasing function of the network size n, does not approach 1 in the limit of infinite n. There-
fore, the upper bound for the average number of non-shortest paths per node nlp(n) is O(n)
since nlp(n) = (s̄(n) − 1)n. As discussed in Section 3, shortest path routing is a strict requirement
for practical usability of a routing scheme. Therefore, if a maximum stretch>1 routing algorithm
is used in real networks, then some portion of (or all) non-shortest paths produced by such scheme
must be algorithmically replaced with shortest paths, which will increase the local memory space
upper bound. Thus, if the TZ scheme is used in practice, then its routing table size upper bound
will increase back from Õ(n1/2) to the limit of incompressible shortest path routing O(n).

In other words, if we want the stretch-3 local memory upper bound to stay at Õ(n1/2), then
the number of non-shortest paths must also have the same upper bound. Using the relation be-
tween the average stretch s̄(n) and the average number of non-shortest paths per node nlp(n),
s̄(n) = 1 + nlp(n)/n, we conclude that s̄(n), in the limit of large n, must approach 1 not slower
than 1 + n−1/2 + o(n−1/2).

The above considerations suggest that we should analyze the schemes with lower (than in the
TZ case) average stretch values on scale-free graphs. In [25] we argued that the Cowen scheme [58]
should produce such lower values. This task will target analysis of this scheme, and possibly other
schemes from [59] (EGP schemes) and stretch-(2k−1) schemes from [10] (TZH schemes, Thorup
and Zwick Handshaking).

Importance. Yet again, either a positive or negative outcome of this research is critically im-
portant. If we find that the average stretch is small enough for a scheme other than the ACLRT
scheme in Section 4.1.1 (e.g. the Cowen scheme), then the next step in routing research is to con-
struct a name-independent routing scheme preserving the newly discovered small average stretch.
However, if we do not find any routing scheme with the required asymptotic behavior of the av-
erage stretch function, then we must pursue more fundamental analysis of lower bounds for the
number of non-shortest paths on scale-free graphs.

4.2 Validating Against Internet Topology

Accurate measurements and analysis of network topology are critical for routing research since
performance trade-offs associated with a given routing scheme are functions of the network topolo-
gies to which the routing scheme is applied. If we show that a routing scheme has satisfactory
performance characteristics for a given class of topologies, but the real network topology turns out
to be different, and in particular lowering the performance of the routing scheme, then our findings
will have only theoretical value and no practical use.

Ideally, we seek a routing scheme designed specifically for real-network topologies, indeed
one that can efficiently handle topological peculiarities. While there are many routing schemes
constructed for regular graph classes the graph theory has traditionally liked to deal with [19], there
is none for scale-free graphs. The conspicuous gap in rigorous graph-theoretic results on properties
of scale-free graphs [67], partially attributable to the complexity and novelty of the subject, inhibits
progress in this direction. Therefore, we must retreat to analysis of generic, i.e., applicable to all
graphs, routing schemes on realistic topologies (cf. Section 4.1), but for this analysis to be of
practical use, we must know exactly what those realistic topologies are.

Fortunately, CAIDA has established itself as the richest source of macroscopic Internet topol-
ogy data available anywhere, and has sustained unprecedented granularity in Internet topology
measurement coverage for over five years. We are ideally positioned to validate the results of our
routing research against existing and future massive empirical Internet topology data sets [68, 69,
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70, 71]. The topology component of our agenda is two-fold: (1) continue to make available to the
research community the most comprehensive and accurate source of Internet topology data; and
(2) quantifying and comparing the precision of different topology sources currently being used by
the research community.

4.2.1 Traceroute-Based AS-Level Topologies

To facilitate community access to Internet topology data, we will make traceroute-derived
AS adjacency matrices available from our website [72]. We will be posting these snapshots
of Internet AS-level graph daily, as well as archiving historical data.

Methodology. Under the Macroscopic Topology Project [73], CAIDA has already developed
the significant infrastructure for continual traceroute-based Internet topology measurements. We
will extend current CAIDA software to automatically map these measurements into AS adjacency
matrices representing the Internet graph at the AS level.

Rationale. The rationale for this task is to provide an easier community access to more accurate
and complete Internet topology data.

Many key publications of Internet topology analysis and modeling [26, 38, 31, 41, 44, 14] have
relied on NLANR/RouteViews [74, 75] BGP data. However, several researchers have indepen-
dently shown that BGP-based topology measurements yield results that are different [76, 77] from
those based on traceroute-based measurements [68]. Network topologies derived from traceroute
measurements are more likely to reflect the topology of actual traffic flows than BGP data.

Importance. The results of this work will have broad impact not only on the networking
but also on physical science communities, who are actively using results of Internet topology
measurements [26, 27, 39, 38, 31, 30, 41, 44, 40, 32, 45, 48, 49, 50, 51, 52, 53, 14]. A user-
friendly interface to gathered Internet topology data will facilitate severely needed dissemination
of this critical knowledge to the research and operational communities.

4.2.2 Comparative Analysis of Internet Topologies

We will compare the Internet AS-level topologies derived from WHOIS- [78], BGP- [75], and
traceroute-based data [68, 69]. The goal is two-fold: 1) to quantify the precision of different
topology data sources; and, 2) to derive a definitive set of network topology characteristics
for topology comparisons.

Methodology. We will obtain the traceroute-based topology views in Section 4.2.1 above. To
obtain a BGP-based topology, we will use existing tools (e.g., rv2atoms [79], developed as a
part of CAIDA’s Atomized Routing Project [56], to map RouteViews [75] data to AS adjacency
matrices. Using tools from [80], we will also parse the WHOIS database for the same purpose.

For each topology view, we will calculate the critical set of the most important topology char-
acteristics. This set will include the network size (number of nodes), number of links, node degree
distribution, distance distribution, betweenness,5 correlation parameters (clustering coefficients,
node degree correlations, numbers of cycles of different lengths, graph spectrum, etc.) and other
graph-theoretic characteristics. We will also define and evaluate, on all the three classes of Inter-
net topology view described above, a characteristic measuring the description complexity of the
graph adjacency matrix in the spirit of Kolmogorov theory [82, 83]. We will call this parame-
ter the graph entropy, which is different from the better-known definition of the graph entropy
given in [84].6 We realize we will not be able to consider all possible graphs characteristics in our

5Betweenness of a vertex is the relative number of shortest paths that pass through the vertex [81].
6The graph entropy defined in information theory (channel and source coding) by Körner [84] relates to a graph’s chromatic

number [85]: the fewest number of colors necessary to color the vertices of a graph so that no adjacent vertices are of the same
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analysis. We will focus on those characteristics most frequently used in network evolution model-
ing [42, 40, 41, 43, 45, 32, 44, 14] and in comparison of networks topology generators [39, 38].

Rationale. An increasing number of network evolution models and topology generators use
inaccurate or incomplete topology data sources for validation purposes (see above for references).
This situation renders it even more important to quantify the differences between Internet topology
views obtained from different data sources.

Importance. A logical continuation of our earlier work analyzing incongruity between differ-
ent sources of topology data [76], this task will provide a source of quantifiable information on the
precision of available Internet topology data sources. The result will have significant educational
impact on the community—specifically, it should inhibit over-enthusiastic researchers from sug-
gesting weakly supported but far-reaching conclusions about Internet topology and its evolution.

This work will also help to distill a minimal set of the most important network topology char-
acteristics that should be used to compare topologies, e.g., those produced by topology generators
versus real network topologies.

4.3 Modeling Internet Evolution

We will build and evaluate an economy-based model for Internet topology evolution. Our
primary goal is to increase our fundamental understanding of the laws of evolution of large-
scale networks.

Methodology. The economic realities of the ISP business are the primary drivers of evolution
of Internet topology at the AS level [86]. We will encode these realities in our model in the
following way.

Our model will operate on the AS-level graph directed according to inferred customer-provider
relationships [87]. Every new (customer) node will connect to an already existing node (its
provider) according to our modification of the heuristically optimized trade-off (HOT) algorithm
introduced in [88]. We will model geographic distance similarly to [88]. The provider preference
(its weight) will be proportional to the number of the network destinations the provider can reach
for free, i.e. via its customers, peers, and peers’ customers. One of the main drivers for multihom-
ing is higher reliability of network connectivity. We will model this driver by an exponentially
decreasing probability to connect to one more provider. The main incentive for peering is to de-
crease transit costs. In our model, peering between providers will occur when the providers are
geographically close and mutually attractive—namely, when there is a similar count of additional
free network destinations acquired by each provider via peering. Including peering naturally into
the model represents a step forward relative to [41].

The above construction will introduce a number of external parameters into the model. We will
find the parameter values that match (based on the set of topology characteristics described in Sec-
tion 4.2.2) observed Internet topology data (Section 4.2.1). Note that this data will not contain
the semantics of customer-provider relationships that we require for our topology comparisons.
However, we will add this necessary component to the data using results from our AS Ranking
project [70].

After matching the observed data by manipulation of external parameters, the usual network
modeling methodology (as well as complex system modeling methodology in general) ends with
simulating various “what-if” scenarios within the obtained model. As we argued in Section 2.3,
this approach is of certain practical use but of no theoretical value since there is an infinite number
of models capable of reproducing the same observed data and there has been no methodological

color. This definition is not directly related to the Kolmogorov description complexity of the adjacency matrix, which measures a
graph’s “randomness” which is what interests us.
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consideration to prefer one such model to another. We will extend the traditional methodology as
follows.

Holding all other parameters fixed, we will vary each parameter in the model, measure the
entropy of the resulting graphs, and determine if the parameter value matching the observed data
is close to the value that maximizes resulting graph entropy. This technique allows us to filter out
parameters that do not reflect fundamental laws of Internet evolution. Indeed, if the maximum
entropy and data-matching values of a parameter are equal, then such a parameter represents a
system component that has evolved to its maximally random state since according to our definition
of graph entropy (cf. Section 4.2.2), higher-entropy graphs are “more random”. However, if the
opposite is true, the component represented by the parameter is not free; instead it is fixed by an
external constraint, which is an actual law driving the system evolution. Note that this technique is
an application of the maximum entropy principle [89, 90] for a system subjected to set of external
constraints, which represent its evolution laws.

By its construction, our model will be explanatory in the terminology of [30]. At the same
time, we observe that the recent evocative [30] model introduced in [42] closely reproduces the
most important Internet topology characteristics.7 Therefore, while we do not expect our model to
be analytically solvable, we will compare topologies produced by the two models and will check
if the preferential attachment function considered in [42] can be derived from within our model.

If it can, it effectively demonstrates that a BA-based approach with a specific form of preferen-
tial attachment function (considered in [42]) yields essentially the same result as our explanatory
model. That is, we will demonstrate the presence of a link between the explanatory and evocative
network evolution model classes discussed in [30].

Rationale. There are several motivations for this modeling task:

• Traditional arguments for network evolution modeling apply. Specifically, we can use this
model as a topology generator, as well as a simulation environment for various realistic
“what-if” scenarios, e.g. How will Internet topology look if ISP business realities change in
a certain way?, or Can we influence the Internet economy so that it would result in a more
desirable Internet topology?

• The next-generation network research community desperately needs sound methodologies
for evaluating a wide class of formal models that attempt to not only faithfully reproduce
observed data, but also capture fundamental laws of network evolution (cf. Section 2.3). The
extended methodology we propose to utilize is the first step in this direction.

• Closely related to the above is the current lack of explanation of the Internet’s proximity to
the stretch apex (cf. Section 3.2). The model we propose to investigate will help us discover
the explanation. Indeed, since stretch is a natural measure of system performance, and the
memory space is directly related to the graph entropy [82, 83, 19], then a network evolution
model having entropy-performance trade-offs embedded in its core might be capable of ex-
plaining the effects in [9]. As was observed in [88], the trade-offs in question are closely
related to the HOT trade-offs we will build into our model.

Importance. The extension of network modeling methodology proposed in this section will
have impact beyond the realm of the current Internet. Indeed, the results will be elegantly generic
in nature; they will shed light on evolution of not only the Internet but also of many other types of
self-evolving large-scale networks, such as biological, social, and language networks [14].

7Evocative models reproduce the observed phenomena. Explanatory models do the same, but they also “close the loop”—they
provide explanations for the observed phenomena, and further measurements can verify these explanations [30].
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5 Conclusion

The current circumstances in the fields of theoretical computer science (TCS) and networking have
created a rare opportunity to pursue a fundamental breakthrough in a vitally important area: scal-
able routing on real world networks. Our application of a recent result in TCS to Internet-like
graphs yielded a shockingly promising result: we may have found an alternative routing scheme
that offers dramatically superior scalability characteristics, i.e., routing table size and path length
inflation, than those being used or even considered in the field of networking. Faced with these
discoveries, we recognize a need for radical change in our approach to routing research, network
topology and evolution, in order to integrate, and build on, outstanding modern results from the-
oretical computer science. In particular, we need to determine how applicable these results are
to highly dynamic real world networks. We propose here a responsive research agenda that is
cohesive, well-considered, and grounded in a mathematically rigorous framework. We offer not
only a strategic high-level program, but also a concrete outline of low-level practical research steps
needed to pursue this agenda. An emphasis of our work will be validating results against data from
the current Internet, which has evolved, through a series of phase transitions, from a small research
network designed and fully controlled by a group of few enthusiasts [91] into a huge network in-
terconnecting thousands of independent and even adversarial networks, with no point of external
control. Construction of realistic, efficient, and scalable routing for the next-generation Internet is
a key motivator of our work. But the better news is that our proposed work will not only advance
our understanding of the Internet, but also contribute significantly to understanding fundamental
laws governing the evolution of many large-scale complex systems, of which the Internet is only
one example, albeit of critical strategic interest.

6 Work Plan

Year 1: 1) analyze the ACLRT scheme (see Section 4.1.1 and Figure 2); 2) start posting AS-level
adjacency matrices of traceroute-derived Internet topology graphs (see Section 4.2.1).

Year 2: 1) analyze the Cowen scheme (see Section 4.1.2 and Figure 2); collect the topology
data from different data sources and compare the observed topologies with regard to characteristics
listed in Section 4.2.2; 2) provide detailed specification and implementation (simulation of) the
Internet evolution model from Section 4.3.

Year 3: 1) analyze the EGP and TZH schemes (see Section 4.1.2 and Figure 2)—we may need
to apply our analysis to some future routing schemes that are superior to the proposed schemes,
we will judge their superiority according to the arguments discussed in Section 4.1; 2) compare
topologies produced by Internet topology models and Internet topology generators with real In-
ternet topologies, which will require constructing an extended set of characteristics over which
network topologies should be analytically compared (see Section 4.2.2); 3) apply the extended
network evolution modeling to our economy-based Internet evolution model as well as to other
models (see Section 4.3).

7 Broader Impact: Outreach to the Community

Dissemination of knowledge. The proposed research agenda is multi-disciplinary. It intersects
networking, theoretical computer science, and physics, and inherently involves increased flow of
knowledge among these fields. In addition to publishing our results via conferences and journals,
we will present our results to network engineering and operational communities at the IETF [92]
and NANOG [93] meetings.
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One of the PIs, Dr. Krioukov, is the chair of the IRTF [94] Routing Research [95] Future Do-
main Routing Scalability Working Group [96] chartered with an agenda related to work proposed
here. His responsibilities as a chair include providing, at the IETF meetings, yearly reports on the
status of research covered by the working group charter [96]. The other PI, Dr. Claffy, is a member
of the NANOG program committee which promotes the presentation of research topics that are of
compelling operational relevance to providers and vendors. NANOG meetings occur three times
per year.

Each year of the project, CAIDA will also host a workshop to bring together the research
and educational communities to summarize efforts from the previous year, stimulate new research
ideas, and revisit priorities for the next steps. These workshops will be in our Internet Statistics
and Metrics Analysis (ISMA) workshop series [97]. They will focus on different research topics
each year.

Dissemination of data. The main goal of the task in Section 4.2.1 is to provide the community
with an easy access to accurate Internet topology data. We will be posting daily updates of the
AS-level adjacency matrices of the Internet graph on our website [72].

Research and education. The research, analysis, and measurement work at CAIDA offers a
rich opportunity for students to gain experience in operationally relevant Internet research. This
grant will allow us to host two graduate students for nine months for each year of the grant, and one
graduate student for a full year. CAIDA often hires students from institutions other than UCSD;
during the summer of 2004 we will host a student from Dr. Lixia Zhang’s ‘Beyond BGP’ (NSF-
funded) project [55], fostering cross-fertilization with that project.

8 Results from Prior NSF Support

“CAIDA: Cooperative Association for Internet Data Analysis.” ANI-9711092. $3,143,580. Oct
1997 - Jul 2001. (Claffy) This collaborative undertaking brings together organizations in the com-
mercial, government, and research sectors. CAIDA provides a neutral framework to support co-
operative technical endeavors, and encourages the creation and dissemination of Internet traffic
metrics and measurement methodologies [98]. Results of this collaborative research and analytic
environment can be seen on published web pages on the CAIDA web site www.caida.org. CAIDA
also develops advanced Internet measurement and visualization tools.

“Internet Atlas.” ANI-99-96248 $304,816. Jan 1999 - Dec 2001. (Claffy) This effort involves
developing techniques and tools for mapping the Internet, focusing on Internet topology, perfor-
mance, workload, and routing data. A gallery that assesses state-of-the-art in this nascent sector is
published on the web [99].

“Correlating Heterogeneous Measurement Data to Achieve System-Level Analysis of Internet
Traffic Trends,” ANI-0137121, $1,000,794 Sep 2002 - Aug 2005 (Claffy) As it grows, the Internet
is becoming more fragile in many ways. The complexity in managing or repairing damage to the
system can only be navigated with sustained understanding of the evolving commercial Internet
infrastructure. The research and tools proposed under this effort lead to such insights. In particular,
richer access to data will facilitate development of tools for navigation, analysis, and correlated
visualization of massive network data sets and path specific performance and routing data that
are critical to advancing both research and operational efforts. concentration of administration of
Internet infrastructure.

“Routing and Peering Analysis for Enhancing Internet Performance and Security,” ANI-0221172,
$870,999 Oct 2002 - Sep 2005 (Claffy) CAIDA performs topology analysis and characterizes
sources of growth and instability of the routing system, applying graph theory and comparing
combinatorial approaches for identifying strategic locations in the macroscopic Internet.
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