
Project Summary: SaTC: CORE: Large: Collaborative: Investigating the Susceptibility
of the Internet Topology to Country-level Connectivity Disruption and Manipulation

To apply a military analogy to Internet research, the science of cybersecurity has focused heavily
on weapons and tactics, but has largely neglected terrain. Strategic points in the macroscopic Internet
topology constitute key terrain in the cyberspace battlefield. Adversaries — hackers, terrorists or nation-
states — can disrupt, intercept or manipulate the Internet traffic of entire countries or regions by
targeting structural weaknesses of the Internet topology. Despite much recent interest and a large
body of research on cyber-attack vectors and mechanisms, we lack rigorous tools to reason about
how the macroscopic Internet topology of a country or a region exposes its critical communication
infrastructure to compromise through targeted attacks. Part of the problem is that collecting and
interpreting data about the Internet connectivity, configurations and associated vulnerabilities is
challenging. Due to the massive scale and broadly distributed nature of Internet infrastructure
and the scarcity of publicly available data, we must resort to complex measurement and inference
methodologies that require significant effort in design, implementation, and validation. Despite
these obstacles, the Internet measurement community and, in the past two decades, the two re-
search groups leading this research project, have developed a unique set of tools, methodologies
and data sets that illuminate various aspects of the Internet infrastructure.

Our proposed research is organized as a collaborative three-phase project. In the first phase,
our goal will be to identify important components of the Internet topology of a country/region
— Autonomous Systems (ASes), Internet Exchange Points (IXPs), PoPs, colocation facilities, and
physical cable systems which represent the “key terrain” in cyberspace. To achieve this goal we
will undertake a novel multi-layer mapping effort to discover the key components, relationships
between them, and their geographic properties. In the second phase, we will develop methods to
identify components that represent potential topological weaknesses, i.e., compromising a few such
components would allow an attacker to disrupt, intercept or manipulate Internet traffic of that
country. Our multi-layer view of the system will enable an assessment of weaknesses, holistically
as well as at specific layers, under various assumptions about the capabilities and knowledge of
attackers. Geographic annotations will enable us to consider risks related to the geographic dis-
tribution of critical components of the communication infrastructure. In the third phase, we will
develop a systematic approach to mitigate the impact of observed weaknesses, framing the study
as an optimization problem that incorporates socio-economic and political factors as constraints.

Intellectual merit: This research will lead to methodologies to highlight, quantify, and mitigate
macroscopic vulnerabilities of the Internet infrastructure, especially from the perspective of cyber-
terrorist attacks and cyber-conflicts between nation-states. The project also promises significant
advances in understanding the mapping and relationships between logical topologies at the AS-
level and the physical topology of cables and Internet exchanges.

Broader impact: Understanding topological weaknesses for countries or regions is of signifi-
cant interest to not just the research and operational communities, but also national security agen-
cies, policy bodies and in daily life. This research program both enables and benefits from an
education and outreach program that will enhance curriculum, foster collaborations, and build
community. Findings from this project will influence the development of new course materials
that will be used in classes at the undergraduate and graduate level. The students who take these
classes as well as those who work directly on the projects will receive guidance and training. All
of the tools and data sets that are developed over the course of the grant will be made openly
available to the community. Finally, we will disseminate our research results by publishing in
highly respected academic conferences and workshops.
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Project Description: SaTC: CORE: Large: Collaborative: Investigating the Susceptibility
of the Internet Topology to Country-level Connectivity Disruption and Manipulation

1 Introduction and Motivation

Various types of malicious actors — hackers, terrorists or nation-states — can disrupt, intercept or
manipulate the Internet traffic of entire countries or regions by targeting structural weaknesses of
the Internet topology. As such, it is crucial to identify critical elements of the Internet topology and
to understand how attackers could compromise those elements to affect availability, integrity, or
confidentiality of Internet communications. Applying a military analogy to Internet research, we
argue that the science of cybersecurity has focused heavily on weapons and tactics, but has largely
neglected terrain. Strategic points in the macroscopic Internet topology constitute key terrain in
the cyberspace battlefield. Despite much recent interest and a large body of research on cyber-
attack vectors and mechanisms, we lack rigorous tools to quantitatively reason about how the
macroscopic Internet topology of a country (or of a region) exposes its critical communication
infrastructure to well-targeted attacks.

Events in North Africa and the Middle East in 2011-2012 demonstrated the ability of author-
ities in certain countries to disconnect their nation from the rest of the Internet [1, 2, 3, 4]. These
events highlighted the lack of diversity in international Internet connectivity in certain countries.
In 2012, Dyn Research performed a census “of all the domestic providers in each country who have direct
connections to foreign providers” and suggested that, surprisingly, only 30 countries were not at risk
of being decoupled from the global Internet [5]. Dyn’s analysis focused on the specific scenario
of a government forcing local operators to shut down their international links. However, depend-
ing on an attacker’s goal – traffic disruption, eavesdropping, manipulation – and her ability to
compromise selected targets, there are many potential attack patterns and a multitude of ways in
which a country could be susceptible to compromise of its cyberspace terrain.

State and non-state actors conduct offensive cyber operations to achieve a variety of political,
economic, or military objectives and cyber conflict has intensified in the last few years, involving
both large and smaller countries [6, 7] as well as terrorist groups [8]. In November 2014, likely in
retaliation to the planned release of a satirical film, North Korea conducted a cyberattack against
Sony Pictures Entertainment. The US DoD called the attack “one of the most destructive cyberattacks
on a U.S. entity to date” [9]. In the following weeks North Korea was almost entirely disconnected
from the Internet for several days [10]; speculation attributed this event to counterretaliation (e.g.,
from US-based hacktivists). Denial-of-service (DoS) attacks also played a major role in the cyber-
attacks against Estonia, Georgia and Kyrgystan that took place between 2007 and 2009 [11, 12, 13].
These attacks were aimed at paralyzing the communication infrastructure of these states [14]. In
the case of Kyrgyzstan, the attack targeted the only four Internet service providers in the coun-
try, but caused the majority of the Internet services to collapse. Other notable recent attacks in-
volved cable connections and key Internet exchange points (IXPs). For instance, Ukrainian tele-
com providers reported disruptions to a key IXP and cable connections during Russian military
activity in the Crimean peninsula in 2014 [15]. In 2013, Egypt arrested three divers who were
found cutting through a major Internet cable servicing parts of Europe, Africa, the Middle East
and Asia [16].

Finally, natural disasters represent a different perspective wherein an attacker does not select
specific targets, but rather the event could impact all targets in a certain geographic area. Several
recent natural disasters have caused significant disruptions in communications e.g., Hurricane
Sandy on the US east coast in 2012 [17, 18], the Tohoku earthquake and tsunami in Japan, and the
Christchurch earthquake in New Zealand [19, 20, 21] (both happened in early 2011). These events
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highlight the fact that even the most developed countries are not immune to this threat.
In this project we propose a first rigorous attempt at understanding the ways in which the

Internet infrastructure of a country or region is susceptible to a range of threats. We propose to
develop a modular and extensible framework that will catalyze efforts to define, assess and miti-
gate these structural topological weaknesses. The proposed research will improve the current state
of the art in synthesizing the empirical data that we will use to support our analysis. These efforts
will guarantee that our approach to identify and model these weaknesses will be reproducible and
repeatable.

Collecting and interpreting data about the Internet infrastructure is challenging due to the dis-
tributed nature of the Internet’s structure and administration, its scale, and the scarcity of publicly
available data. Thus, we must resort to complex large-scale measurement and inference method-
ologies that require significant effort in design, implementation, and validation. Despite these
obstacles, the Internet measurement community and, in the past two decades, the research groups
leading this research project, have developed a solid set of tools and methodologies to illuminate
various aspects of the Internet infrastructure.

Our first goal will be to identify important components of the Internet topology of a coun-
try/region — Autonomous Systems (ASes), Internet Exchange Points (IXPs), PoPs, colocation fa-
cilities, and physical cable systems which represent the “key terrain” in cyberspace. To achieve
this goal we will undertake a novel multi-layer mapping effort, developing Internet measurement
and analysis techniques to discover these components and the relationships between them. Our
starting point will be the set of ASes active in a country and the logical links (economic contracts)
between them. We will then proceed to “peel off the layers” to map the internal structure of those
ASes (PoPs), the rich router-level connectivity that constitutes AS links, and the role of IXPs. Fi-
nally, at the lowest layer, our map will illuminate the role of physical infrastructure (fiber, cable
systems and colocation facilities) in the connectivity of the country. During the course of this map-
ping process we will annotate topological components with their geographic properties. Next, we
will use the multi-layer map and develop methods to identify components that represent potential
topological weaknesses, i.e., compromising a few such components would allow a potential attacker
to disrupt, manipulate, or eavesdrop on national and international communications of that coun-
try. Our multi-layer view of the system will enable an assessment of weaknesses holistically as
well as at specific layers, under various assumptions about the capabilities and knowledge of
attackers. Geographic annotations will enable us to take into consideration risks related to the
geographic distribution of critical components of the communication infrastructure.

2 Adversaries, Threats and Attacks

In the context of this project, adversaries are mainly nation states, terrorist groups or other politi-
cally organized groups. Their objective is to either disrupt, manipulate or monitor a large fraction
of the traffic within the country/region aiming at various possible goals. We enumerate a few
examples of threats pertaining to our problem. An adversary may deploy traffic monitoring to
perform espionage. Both pervasive monitoring and traffic manipulation may aim at conducting
information warfare, such as spreading of propaganda, misinformation, and sensitive informa-
tion, to either demoralize or manipulate the enemy and the public and undermine the quality of
opposing force information. Intercepting large fractions of a nation’s traffic creates opportunities
for an adversary, such as increasing the chance of penetrating sensitive networks normally decou-
pled from the public Internet (e.g., by taking advantage of a lack of full compliance to security
policies in conjunction with the exploitation of undisclosed vulnerabilities), or simultaneously
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compromising multiple networks of high strategic relevance (e.g., banks and financial institu-
tions) to maximize the effect of an attack. Connectivity disruption can exacerbate situations of
emergency, reduce the ability of the population to be informed, make the government look weak,
create strategic military advantage, and significantly affect other critical infrastructure [22]. Fi-
nally, we consider the special case of scenarios without the presence of an adversary, in which
the impact of disruptive natural events (e.g., severe storms, hurricanes, earthquakes, etc.) on the
communication infrastructure undermines public safety.

In this project, we analyze how these threats can be implemented by compromising the in-
tegrity, the availability or the confidentiality of the services provided by specific elements of the
Internet topology. We focus on these classes of assets (described in detail in the following sections)
within the communication infrastructure of a region/country, which in our framework represent
potential targets: Autonomous Systems (AS), Internet eXchange Points (IXP) and other colocation
facilities, Cables (including landing stations), and ISP Points of Presence (PoP). In order to affect
the vast majority of the communications flowing in and out a country or region, an attacker may
consider compromising a proportionate number of assets. However, in practice, these elements
play very different roles and may be responsible for servicing largely different amounts of traffic,
so that gaining control of (or disrupting) a few of them may yield large results. Our analysis aims
at identifying which of these targets are most valuable for the attacker’s purposes and when a
region or a country is proportionally more exposed than others to the above threats because of a
large concentration of strategic value in only few potential targets.

Given the broad set of complex interdependent human, physical and cyber-systems repre-
sented by these targets, the range of possible attack vectors is vast. Attack vectors include DoS at-
tacks, remote vulnerability exploitation, brute-forcing, hardware/firmware/software backdoors,
man-in-the-middle-attacks, viruses, phishing, packet sniffing, route hijacking, cryptographic at-
tacks, social engineering and intimidation, intelligence operations, infiltration, military opera-
tions, cable cuts, causing power outages, etc. Similarly, in most scenarios we can assume that
the attacker’s capabilities are highly sophisticated and potentially unknown to the counterpart. In-
deed the use of different means of attack can depend on strategic factors such as the disinclination
of the adversary to resort to traditional military actions instead of operating exclusively in cy-
berspace, or the attempt to keep activities covert, or the intent to avoid attribution. It is out of the
scope of this investigation to evaluate risks that are a function of the multi-dimensional vulnera-
bilities of the specific targets we consider, of the capabilities of the adversary, and of political and
strategic factors. Our focus is instead to investigate the dimension of the macroscopic topology.
Therefore in defining our approach, we are agnostic about the “cost” for a given attacker to com-
promise each potential target. Nevertheless, in Section 4 we show that our model allows the user
to define these and other external variables and take them into account when calculating the risk
of different attack patterns from a given adversary.

3 Task 1: Constructing a multi-layer topology map at the country/region level

The key aspect of the threats mentioned in Section 2 is the potential for malicious actors to disrupt,
monitor, or manipulate traffic flowing in and out of specific countries and regions. The potential for
such attacks depends on the components of a country’s Internet infrastructure — Autonomous
Systems (ASes), Internet Exchange Points (IXPs), PoPs, colocation facilities, and physical cable
systems. In the first research task we will undertake a novel multi-layer mapping effort to discover
these components and the relationships between them. Our starting point will be the set of ASes
active in a country and the logical links (i.e., economic contracts) between them. We will then map
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the internal structure of those ASes (PoPs), the rich router-level connectivity that constitutes AS
links, and the role of IXPs. Finally, at the lowest layer, our map will illuminate the role of physical
infrastructure (fiber, cable systems and colocation facilities) in the connectivity of the country.
During the course of this mapping process we will annotate topological components with their
geographic properties. For simplicity of exposition, we present our approach at the country-level
granularity, but emphasize that the approach is general enough that we can apply it at the regional
granularity as well.

The mapping task is challenging for three reasons: First, there is no straightforward way to
identify the set of networks operating in a country. Second, mapping connectivity between ASes
is challenging due to the incompleteness of publicly available data to infer AS-level connectivity,
the lack of visibility into backup connectivity that may exist but is not normally visible, and the
lack of reliable colocation databases to precisely map logical connectivity to exchanges and private
peering facilities. Finally, mapping logical connectivity and traffic flow to the underlying physical
infrastructure (cables and fiber) and discovering dependencies at the physical layer is a largely
open research problem, but one that offers tantalizing opportunities.

3.1 Identify ASes active in a country:

It is not straightforward to determine which Autonomous Systems (ASes) are active in a country.
WHOIS data only tells us which ASes are registered in a country and is insufficient for identifying
ASes that are active in a country, since an AS could be active in countries other than the one in
which it is registered (e.g., a large multi-national transit provider). Our proposed approach is
to fuse data from a variety of sources including WHOIS, BGP, IP geolocation databases and IP
address activity censuses [23] to develop a dataset of ASes that are active in a country.

We will start from WHOIS data to identify ASes registered in a country, and use publicly
available BGP topology data [24, 25, 26] to derive a mapping between those ASes and the prefixes
they originate in the global routing system. We will then use the best available IP geolocation
datasets [27] to map those advertised IP prefixes to a set of countries. We will use these constructed
AS-prefix and prefix-location mappings to obtain the set countries in which ASes are active. We
will investigate the most appropriate methods to merge the WHOIS-derived and BGP-derived
sets of ASes active in a country. To do so we will publish our set of inferred AS-country mappings
on our webpage or share them informally with ISP contacts to validate our inferences. We note
that while available geolocation databases are known to be inaccurate at finer granularities such
as city-level, previous work has found them to be mostly accurate at the country-level [28]. Nev-
ertheless, we will devise filtering methods to account for inaccuracies that could skew our results
based on the approach taken in prior work by PI-Barford [29].

3.2 Infer logical connectivity between ASes active in a country:

The first step in mapping connectivity between ASes active in a country is to infer the logical (AS-
level) connectivity between ASes, and annotate those links with business relationships. AS-level
connectivity indicates which ASes have established economic contracts, i.e., agreements to ex-
change traffic. We will proceed by first inferring a baseline set of AS links using publicly available
BGP data from Routeviews, RIPE and PCH repositories. In particular, AS paths from BGP vantage
points toward prefixes geolocated in a country of interest will reveal the set of ASes and AS links
involved in providing international transit to the country. We will use both BGP RIBs and updates
to capture backup connectivity that is often only revealed during BGP’s route exploration process
after a failure [30, 31, 32]. We will augment this dataset with AS-links that are established using
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multilateral peering (MLP) with route servers at IXPs, using a technique CAIDA researchers have
developed in previous work [33] to discover all peering links established using the router server
at an IXP.

The AS-level connectivity inferred from public BGP data and MLP links may still be incom-
plete, because public repositories of BGP data are known to miss AS links [32, 34, 35, 36, 31, 37, 38],
usually peering links lower in the AS-level hierarchy (than the BGP vantage point), or peering
links in regions that are not well covered by available BGP vantage points. To augment the AS-
level connectivity from BGP route servers, we will design targeted traceroute measurement stud-
ies. Specifically, we will use AS customer cone data [39] to identify available traceroute vantage
points (using Ark [40], RIPE Atlas [41], and Periscope [42]) located in the customer cone of ASes
active in the country of interest. We will then conduct large-scale traceroute measurements from
these VPs to destination prefixes geolocated both within and outside the country. Second, we will
conduct traceroutes from available traceroute vantage points outside a country toward prefixes
geolocated inside the country. To process the traceroutes into AS paths, we will use state of the art
IP-to-AS mapping techniques [43]. At the end of this process we will have the best possible map
of AS-level connectivity between ASes active in a country of interest.

3.3 Develop techniques to map logical connectivity to the router, exchange and facility level:

The next step is to map the logical AS-level connectivity to router-level connectivity, and to infer
whether those links are established at Internet Exchange Points (IXPs) and private peering facili-
ties. We will rely on a combination of datasets to infer whether an AS-link is established at a certain
IXP. First, if an Ark vantage point is located in an AS of interest, then we can use bdrmap [44] a tool
we have developed to discover all interdomain links, at the router-level, for the network hosting
the VP. In addition to revealing the rich diversity of interconnection at the router-level, bdrmap
also discovers whether AS links are at IXPs. Second, several IXPs publish colocation data and
peering matrices [45] from which we can extract connectivity at the IXP. Second, MLP links ob-
tained from querying an IXP’s route server must be established at the IXP. Third, we will use the
targeted traceroutes and IP-AS mapping (from the previous step) to infer AS links established at
an IXP, using hints in the DNS names of interfaces [46, 47] and a set of known IXP prefixes from
peeringDB [48] or PCH.

However, knowing that an AS link is established at an IXP is not enough. Ultimately, the
physical infrastructure used to establish connectivity at IXPs resides in colocation facilities, which
lease customers secure space to locate and install network equipment. An interconnection facil-
ity operator may operate multiple facilities in the same city, and connect them, so that networks
participating at one facility can access networks at another facility in the same city. IXPs typically
partner with colocation facilities located in the same city, and install equipment that enables net-
works present at a colocation facility to peer with other networks (possibly in different colocation
facilities). By deploying infrastructure at a single colocation facility, a network can join several
IXPs. It is crucial to uncover the dependency between connectivity at IXPs and the underlying
colocation facilities. For instance, a network may be present at 3 different IXPs using equipment
hosted at a single colocation facility. This configuration provides redundancy against failures or
attacks on the IXP’s peering fabric or route server, but does not protect against a failure or attack
on the colocation facility or routers at the facility.

To map connectivity at the facility level we will leverage recent results from an ongoing NSF-
funded project on mapping connectivity, particularly at Internet Exchanges in the Internet [49]. In
that project we have developed techniques to map interdomain links to Internet exchanges and
private peering facilities, using active traceroute measurements from RIPE Atlas [41], Ark [40] and
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Periscope [50], colocation information from peeringDB [48] and PCH [51] and a constrained facility
search algorithm [50]. We will extend this facility mapping technique to AS links between all ASes
active in a country of interest. The result will be a connectivity map that annotates the AS link
between each pair of ASes with the set of IXPs and colocation facilities at which they interconnect.
We recognize that connectivity is dynamic and our maps will be generated in a way that captures
this behavior longitudinally.

3.4 Identifying and mapping Internet physical infrastructure

In the final step of our mapping effort, we will identify and map the physical infrastructure in a
country. By physical infrastructure, we are referring to the combination of nodes (e.g., colocation,
hosting facilities and data centers) and links 1 (e.g., optical fiber conduits) that provide the sub-
strate for connectivity world-wide. While many dynamic aspects of the Internet’s topology have
been examined in prior work, the underlying physical paths that make up the Internet are, by
definition, static 2, and it is this fixed infrastructure which we seek to identify.

Over the past 6 years, the Internet Atlas project [52] at the University of Wisconsin has been
focused on building a comprehensive, geographically accurate map of the physical Internet. In
addition to the map itself the repository includes relevant related data such as details of service
providers that are represented. The map repository is accessible through a GIS-based web portal
that enables visualization and analysis, and enables consideration of a wide variety of geocoded
data that is available from other sources (e.g., country boundaries, geographical features, road
and rail infrastructure, census data, weather reports, etc.). Atlas currently contains over 20K node
locations and over 25K links for over 1100 service provider networks from around the world (in-
cluding all tier 1 networks and nearly 200 metro area networks in the US). An example of a portion
of the map that is specific to connectivity in the UK can be seen in Figure 1. This map highlights
both deployment of infrastructure within the UK and connectivity between the UK and other
countries.

Figure 1: Map of physical infrastructure for the
United Kingdom. This representation was ex-
tracted from the Internet Atlas repository [52]

To produce a comprehensive map of the
physical Internet we use search to identify
infrastructure maps and other repositories
service providers publish online. Unfortu-
nately, the maps we have identified (over
3000 to date) have no consistent format;
some are images, others are embedded in
Flash applications and all are given with
a variety of geographic details. We care-
fully enter this data into the Atlas repos-
itory using a combination of manual and
automated processes including consistency
checks and methods for geocoding both
node and link data. Geographic accu-
racy is aided by the fact that many service
providers list street addresses of the loca-
tions of their PoPs and colocation facilities,
and listings of the same street addresses

1In the rest of this proposal, we will use the terms “link” and “conduit” interchangeably — a “tube” or trench
specially built to house the fiber of potentially multiple providers.

2More precisely, installed conduits rarely become defunct, and deploying new conduits takes considerable time.
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from multiple service providers (indicating
a third party hosting facility) increases con-
fidence in the overall map.

In recent work we used the Atlas repository to create a first-of-its-kind map of the US long-haul
fiber-optic infrastructure [53]. We defined a long-haul link as one that spans at least 30 miles, or
that connects population centers of at least 100,000 people, or that is shared by at least 2 providers.
These numbers are not proscriptive, rather they emerged through an iterative process of refining
our base map using the fiber maps in Atlas from tier-1 ISPs and major cable providers which con-
tain explicit geocoded information about long-haul link locations. Importantly, we validated these
link locations and inferred whether fiber conduits were shared using a variety of public record
documents such as utility right-of-way information. We also added links from publicly available
ISP fiber maps (both tier-1 and major providers) which have geographic information about link
endpoints, but which do not have explicit information about geographic pathways of fiber links
and again employ a variety of public records to infer the geographic locations of this latter set of
links added to the map. The result is the map shown in Figure 2. The map contains contains 273
nodes/cities, 2411 links, and 542 conduits (with multiple tenants). Prominent features of the map
include (i) dense deployments (e.g., the northeast and coastal areas), (ii) long-haul hubs (e.g., Den-
ver and Salt Lake City) (iii) pronounced absence of infrastructure (e.g., the upper plains and four
corners regions), (iv) parallel deployments (e.g., Kansas City to Denver) and (v) spurs (e.g., along
northern routes).

Figure 2: Map of long-haul conduits and PoPs for
networks considered in the continental US.

A striking characteristic of the identi-
fied US long-haul fiber-optic network is a
significant amount of observed infrastructure
sharing. Such infrastructure sharing is the
result of a common practice among many
of the existing service providers to deploy
their fiber in jointly-used and previously
installed conduits and is dictated by sim-
ple economics — substantial cost savings
as compared to deploying fiber in newly
constructed conduits. By considering dif-
ferent metrics for measuring the risks asso-
ciated with infrastructure sharing, we examined the presence of high-risk links in the long-haul
infrastructure, both from a connectivity and usage perspective.
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Figure 3: Ranking of US long-haul link sharing by
ISPs.

From a connectivity perspective, we
simply consider the amount of sharing per
conduit. Figure 3 shows the number of con-
duits (y axis) for which at least k ISPs (x
axis) share the conduit. For example, there
are 542 distinct conduits in our physical
map (Figure 2), thus the bar at x=1 is 542,
and 486 conduits are shared by at least 2
ISPs, thus the bar at x=2 is 486. This plot
highlights the fact that it is relatively un-
common for conduits not to be shared by
more than two providers. We observe that
89.67%, 63.28% and 53.50% of the conduits
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are shared by at least two, three and four
major ISPs, respectively. This sharing can
be considered a risk in the sense that phys-
ical damage to a conduit will affect multiple providers - some of whom may use each other for
backup paths without actually knowing they share the same physical link.

An important focus of our proposed work is to develop capability to link maps of physical
connectivity to the logical mappings of ASes described above. Natural anchors for such linking
include ASes, colocation facilities and IXPs identified in both logical and physical representations.
However, inconsistencies are sure to arise and resolving those will require careful consideration
in order to produce accurate and complete multi-scale maps that can be used for risk and vulner-
ability analysis described later in this proposal.

3.5 Expanding the perspective of connectivity within a country

While the Atlas repository is a compelling starting point for identifying the Internet’s physical
infrastructure, one should not assume that the maps represent all nodes and links in any given
country. Unfortunately, incomplete representations can lead to incorrect conclusions thus we must
take steps to reinforce and enrich the baseline physical maps from Atlas.

In recent work [54], we investigated the hypothesis that physical maps can be used to guide
and reinforce the process of collecting layer 3 probe data toward the goal of expanding the scope
of physical infrastructure captured in network-layer maps. This conjecture led directly to two key
research questions that inform our proposed work: (i) how do physical layer maps compare and
contrast with network-layer maps? and (ii) how can we improve an active probe-based methods
used to discovery connectivity at layer 3 to reveal a larger portion of physical infrastructure?
We contend that some of the challenges inherent in generating maps from layer 3 probes can be
overcome by using the constructive approach of first identifying key infrastructure (POPs, etc.)
and then identifying nodes (identified by disambiguating IP addresses or using DNS names) that
reside in those locations.

Figure 4: POPsicle targeting process for
identifying infrastructure within service
provider networks. Vantage Points (VPs)
within the ISP that are geographically clos-
est to the target are selected along with des-
tinations that are geographically closest to
the target and on the other side of the VP

We began by considering physical map data
from the Internet Atlas and network-layer map
data from Ark [55]. We focused specifically on in-
frastructure in North America. We resolved the IP
addresses from the Ark to DNS names and then
used location hints to associate these with phys-
ical locations (e.g., cities), which became the ba-
sis for comparisons. Several characteristics were
immediately evident in the data. Most prominent
was the fact that among the 50 networks that were
the focus of our comparison study, we observed
significant differences between the two data sets.
The differences suggested opportunities for rein-
forcement.

We define the targeting problem as identifying
source-destination pairs for layer 3 probes that re-
veal nodes indicated in the physical maps. Prob-
ing sources (VPs) are Looking Glasses (LG), RIPE
Atlas nodes, Ark nodes or PlanetLab nodes from
which we can send probes. We began our target-
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ing analysis by conducting extensive probe-based
measurements using two core ideas: (i) source-
destination pairs should be proximal to the target
POPs (identified in Atlas maps but not present in
layer 3 probe data) geographically and in address
space, and (ii) verification of measurements using
multiple sources is required. Our analysis shows that probing between sources and destinations
that are both within the same AS as the target(s) reveals the most physical infrastructure. These
results motivated a new heuristic algorithm for probe targeting that we call POPsicle. Figure 4
shows an overview of the POPsicle approach. Our experiments showed that POPsicle found 2.4
times as many nodes as identified by Ark.

In our proposed work, we plan to expand on the idea of targeted probing that is reinforced
with layer-1 information. Specifically, we recognize that outside of the US, the scope and consis-
tency of data that we can collect at either the logical or physical layers is limited. Thus, we will
expand the traceroute probing configurations and experiments that seek to map AS connectivity
to countries and logical connectivity to routers and facilities to be layer-1 aware.

4 Task 2: Identifying and quantifying susceptibility to attacks

Building on the previous mapping task, we will develop an approach to identify the topological
assets in a country that are most valuable for the security of its communication infrastructure (i.e.,
the key terrain) and to evaluate if their number, role, and geographic distribution offer opportu-
nities for an adversary to conquer a significant fraction of that terrain.

4.1 Graph representations for the multi-layer map

The multi-layer connectivity map we will construct in Task 1 is fundamental to understanding the
roles of different components of a country’s logical and physical topology, and evaluating their
strategic value based on the potential impact of compromising them. We will rely on standard
graph representations to represent the multi-layer map, the relationships between the various
components, and annotations on nodes (e.g., geographic properties) and links (e.g., AS relation-
ships). For example, the AS-level graph is both a multi-graph (two ASes can have multiple router-
level links between them) and a hyper-graph (multiple ASes can be connected by a single “link”,
e.g., the shared peering fabric at an IX). We can also express the multi-layer graph as a hierarchical
graph at the AS, router, PoP, facility and physical level. There are some important considerations
about the multi-layer map which will inform and guide our investigation of topological weak-
nesses.

• Components of this map share attack vectors e.g., they all have an administrative domain
(attackable through impersonation, infiltration, social engineering, etc.), they all are mainly
based on cyber systems that are connected to the public Internet (thus exposed to different
types of cyber attacks), and all have physical facilities (subject to power outages, military
operations, sabotage, etc.). Therefore in terms of attacker’s capabilities, we must assume
that all types of components are a potential target.

• An attacker can select combinations of targets of different types to reach their goal (e.g.,
remotely compromising an IXP and a major AS).

• The components are interdependent (e.g., compromising an IXP will affect communication
between multiple ASes).
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4.2 Computing the strategic value of topological components

Given our focus on analyzing country-level topological weaknesses, we must identify the key
components of a country’s topology responsible for connectivity to the rest of the Internet. As de-
scribed in Section 3, we obtain the set of ASes that are active in a country. Among those ASes, some
are international points of exit (IPoE), i.e., they operate in multiple countries or are connected to an
AS that operates in other countries, and thus represent the points at which traffic flows in and out
of the country. From the mapping process we also obtain the paths to/from networks geolocated
in the country, and how those paths map to ASes (both IPoE and internal ASes), IXPs, colocation
facilities, PoPs and physical cable infrastructure. We can now define the strategic value of specific
topological components based on a number of factors such as the number of networks/prefixes
that depend on a component or estimates of the size of population served. An important step is
to refine the notion of strategic value by assigning weights to network blocks or ASes geolocated
in a country based on factors such as the services they host (e.g., financial services, or government
web sites may be more important than others), their type (content, access, enterprise, or transit),
or the traffic volume that they send/receive. The ability to apply different weight factors makes
our analysis extensible. We provide next some examples of weight factors we will consider, while
emphasizing that evaluating and refining methods to assign these weights will be an important
direction of this research.

1. The business type of ASes [56], i.e., content, access, enterprise, or transit.
2. The number of subscribers per network, which we will estimate from studies of Internet

broadband penetration and market shares [57], and estimates of per-AS end-user population
from the APNIC measurement data [58].

3. The utilization of Internet address space in a network, which we will estimate based on
recent address space censuses [23, 59] to weigh BGP-announced prefixes. Internet census
data will allow us to consider only the fraction of the address space announced by each AS
that is inferred as actively used.

4. Another possible weight factor that we will explore, is by taking into account how traffic
to/from the most popular content sources in a country flows across the underlying topol-
ogy. To identify popular content in a country of interest we will use country-specific website
rankings provided by Alexa [60] and DNS lookups from VPs (e.g., Ark or RIPE Atlas probes)
in the country to resolve hostnames to IP targets. We will then use all available Ark, RIPE
Atlas and Periscope VPs in the country to perform traceroute measurements to the top Alexa
content destinations. Finally, we will use the multi-layer connectivity map developed in Task
1 to map the discovered paths to ASes, exchanges/facilities, and physical cable infrastruc-
ture.

4.3 Identifying topological components with high strategic value and quantifying risk

Figure 5: The number of /24 networks geolocated
to Bolivia which an attacker could disconnect by
compromising a certain number of ASes active in
Bolivia (x-axis).

We will develop metrics to characterize, for
a given country, the distribution of strate-
gic value among the different components
using the previously described weighting
approach. Specifically, we can derive the
relative importance of ASes, PoPs, IXPs,
and IPoE ASes and cables along various
dimensions of strategic value (in terms of
user population, traffic volume, number of
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networks, or type of networks). For each of
these dimensions, we will then measure the
number of targets that an attacker needs
to compromise in order to affect significant
fractions of overall strategic value.

The simplicity and modularity of this
model will enable an assessment of vulner-
abilities both holistically, as well as at specific layers. For example, it is possible to evaluate these
metrics separately for only certain types of targets (e.g., ASes), in practice simulating that the at-
tacker has only knowledge of a certain layer of the multi-layer map. For example, the diagram
in Figure 5 shows the fraction of Bolivian /24 IPv4 address blocks that could be disconnected (y
axis) if an attacker was to compromise a certain number of ASes active in Bolivia (x axis). Each
point represents a different combination of ASes. If an attacker disabled or gained control of one
AS, they could disconnect more than 75% of the Bolivian /24s. With the right combination of 4
ASes the attacker could disconnect 100% of the /24s.

As discussed in Section 2, the risks associated with threats considered in this project are a
function of the multi-dimensional vulnerabilities of the specific targets we consider, of the capa-
bilities of the adversary, and of political and strategic factors. It is out of the scope of this project
to fully investigate these risks, as our focus is only on the topological dimension. Therefore, in
defining our approach, we are agnostic to the cost for a given attacker to compromise each po-
tential target. Nevertheless, our model allows the user to define the cost variable and account
for it when calculating the risk of different attacks from a given adversary. In other words, we
can associate each component of the logical map with (i) the multi-dimensional strategic value as
previously described and (ii) a cost to compromise that component based on a profile of its vul-
nerabilities considering different attackers. In the proposed research we will conduct case studies
in which the attacker’s capabilities are limited only to certain classes of attack vectors (e.g., cable
cuts, cyber-attacks, military operations) and targets are associated with different costs.

Finally, we will extend this analysis to account for geographic properties. Using the geograph-
ical annotations on the multi-layer map, we can evaluate if the geographic distribution of assets
in a country potentially exposes its infrastructure to compromise due to natural disasters or mil-
itary attacks targeting certain areas, and how that risk compares to that of other countries. An
example of this kind of analysis is our prior study of outage risks due to natural disasters [61]. In
that work, we evaluated risk via the concept of bit-risk miles, defined as the geographic distance
traveled by the traffic plus the expected outage risk encountered along the specified routing path.
Our focus on bit-risk miles allowed for a first-of-its-kind analysis of the tradeoffs of shortest path
routing and risk-averse routing. We conducted a detailed risk assessment of service providers
by assembling diverse data sets including (i) detailed topological maps from Internet Atlas and
peering relationships of ASes in the US, and (ii) historical information on different types of natural
disasters which threaten physical infrastructure. Our analysis highlighted providers that have the
highest risk to disaster-based outage events. The notion of bit-risk miles can be extended directly
to the geographical threats considered in this proposal.

4.4 Evolution

In the previous subsections we described the analysis of snapshots of the multi-layer Internet
topology of a country or region. Naturally, the resulting risk analysis applies to the Internet topol-
ogy as it exists when the snapshot was taken. The measurement and analysis methodology we
have presented is modular and repeatable, so we expect that going forward, periodic snapshots
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will provide a rich source of data to enable studies of the evolution of country/region-level topo-
logical weaknesses.

An interesting question is to what extent we can leverage historical sources of data, such as
archives of BGP routing data [24, 25], archived traceroute data [55, 41], and any archived maps
of the physical topology to study how the topology has evolved in the past? We will investigate
whether historical datasets are adequate to perform the types of analysis we have presented here.
It may be the case that historical datasets only allow us to measure the topology of a country and
analyze weaknesses at certain layers. As a concrete example, BGP data is available historically,
but additional measurements required to fully develop the multi-layer map may not be available,
or may cover some countries/regions better than others. Nevertheless, we believe that historical
data will enable us to create at least a partial picture of the historical evolution of country-level
topologies and their weaknesses. In previous work, we demonstrated how archived BGP data [24,
25] can provide surprisingly rich information about evolutionary trends in terms of geographical
and economic terms [62].

A longitudinal view spanning the past years, and going forward with our periodic snapshots
will enable us to tackle a set of questions about the evolution of the topology (and hence topolog-
ical weaknesses) of countries/regions over time. How do the topologies of countries or regions,
and hence any potential topological weaknesses, evolve over time? Do we see topological weak-
nesses increasing or diminishing over time?

5 Related work

The Internet’s basic design [63] makes it robust against failures of its components. However,
events such as natural or technological disasters (e.g., [64, 65]), malicious attacks (e.g., [66]) and
benign incidents (e.g., [67]) can have localized effects, including the loss of connectivity for varying
numbers of Internet users. The main reasons for such localized and temporal Internet outages are
typically a lack of (logical and geographic) diversity in connectivity [68, 69] and a tendency for
significant physical infrastructure sharing among the affected providers [53].

Dyn Research was among the first to investigate the diversity of international Internet con-
nectivity in countries [5]. They analyzed this problem by performing a census of all the domestic
providers in each country who have direct connections to foreign providers. They based their
inference on the routing tables they had access to (it is unclear how many and how selected) and
classified countries in either resistant, or at low/significant/severe risk of disconnection based
on the number of connections to foreign providers. Their approach is pertinent, but lacks details
about how the data was collected and – as they state – is simplistic and limited to what is visible
on routing tables. Besides covering a larger spectrum of attack patterns, we include in our model
many more variables, including the role of different ASes, the traffic and the population that they
serve, the physical layer, etc.

Roberts et al. [70] used CAIDA AS relationship data [39] to map the AS-level topology of each
country in order to identify which ASes can act as “points of control”. They find that in several
countries only a few ASes act as points of control, a concept very similar to our IPoE AS. Kang
et al. [71] introduced the notion of routing bottlenecks – “A routing bottleneck on the routes from
S to D is a small set B of IP (layer-3) links such that Bs links are found in a majority of routes
whereas the remaining links are found in very few routes.” – and show that being a consequence
of route-cost minimizations, is a property of Internet design. They show the pervasiveness of
routing bottlenecks in 15 countries and 15 cities worldwide and measure their susceptibility to
link-flooding attacks. This is one of the many aspects that our multi-layer mapping approach
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allows to highlight.
Analyzing the robustness of the physical Internet has been the focus of many prior research

efforts. These include studies on its robust yet fragile nature [72, 73], vulnerability [74, 75, 76, 77],
survivability [78, 79], resilience analysis [80, 81, 61], reachability [82, 83], security and robustness
of components [84], fault detection/localization [85, 86, 87], and the development of resilient rout-
ing protocols [88, 89, 90, 91, 92]. A part of the proposed research is based on the availability of
high-fidelity maps of long-haul and metro-area fiber-optic routes in the US Internet from the In-
ternet Atlas project [52]. Prior work examined aspects of the US long-haul fiber-optic network
(e.g., [68, 93]), but the resulting maps are of uncertain quality, lack important details, and are not
reproducible. There have also been prior studies that examine different aspects of the Internet in-
frastructure and various spatial patterns that have emerged (see for example [94]). Similar to the
work by Lakhina et al. [95] who use geolocation databases to obtain the approximate link lengths
between geolocated routers, our study will consider issues related to router-level granularity.

Finally, another aspect of our work is focused on developing measurement methods that
can provide data on static and dynamic properties of the Internet’s infrastructure. Examples of
prior work that are relevant to our study include inferring and analyzing connectivity at the AS-
level [96, 30, 62, 97, 98, 99, 38, 100, 31, 101, 32, 102, 103, 104, 105], annotating AS links with the
type of business relationship [106, 107, 108, 109, 110, 34, 32, 111], mapping router-level topol-
ogy [112, 113, 114], mapping PoP-level topology [112, 115, 116, 117], identifying geographic loca-
tions of routers [112, 47] and IP subnet allocations [118], to name a few. Our proposed work will
extend and diversify prior mapping efforts with a view of the physical topology.
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