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ABSTRACT
Internet routes – controlled by the Border Gateway Protocol (BGP)

– carry our communication and our commerce, yet many aspects of
routing are opaque to even network operators, and BGP is known
to contribute to performance, reliability, and security problems.
The research and operations communities have developed a set of
tools and data sources for understanding and experimenting with
BGP, and on February 2016 we organized the first BGP Hackathon,
themed around live measurement and monitoring of Internet rout-
ing. The Hackathon included students, researchers, operators, providers,
policymakers, and funding agencies, working together on projects
to measure, visualize, and improve routing or the tools we use to
study routing. This report describes the tools used at the Hackathon
and presents an overview of the projects. The Hackathon was a suc-
cess, and we look forward to future iterations.

Categories and Subject Descriptors
C.2.3 [Network operations]: Network monitoring; C.2.5 [Local
and Wide-Area Networks]: Internet

Keywords
routing, BGP, Internet measurement, hackathon

1. INTRODUCTION AND MOTIVATION
On 6-7 February 2016, around 90 researchers and students from

academia, industry and other institutions around the world, par-
ticipated in the first BGP (Border Gateway Protocol) hackathon.
The event, themed on live BGP measurements and monitoring, was
hosted by the Center for Applied Internet Data Analysis (CAIDA)
at UC San Diego’s San Diego Supercomputer Center (SDSC) and
was organized in cooperation with Colorado State University (CSU),
University of Southern California (USC), Universidade Federal De
Minais Gerais (UFMG), Foundation for Research and Technology
Hellas (FORTH), RouteViews, and RIPE NCC.

The hackathon was held the weekend immediately preceding the
66th North American Network Operators’ Group (NANOG) con-
ference [24] and the 8th AIMS academic Internet measurement
workshop [12], both also held in San Diego, and it aimed to:

• bring together these different communities, e.g., to discuss
problems operators face that academics may want to research;

• advertise (new) tools to the communities, train people to use
them, and encourage further use;

• bring people together to work on interesting/important prob-
lems, spurring collaborations;

• provide additional incentive for students to attend NANOG
and for members of the industry to join the hackathon.

This was the first hackathon centered around BGP, and it in-
volved a mix of programming, live experimentation, and collab-
orative research, which made our job as organizers particularly
compelling. The hackathon also represented a timely and unique
opportunity. The Internet would hardly exist without BGP, which
has been the subject of experiments and research for decades. Still,
BGP suffers from issues in performance [35], security [38, 27], and
availability [25], challenging researchers and engineers, who must
deal with the scarcity or incompleteness of empirical data (the AS-
level graph[23], AS relationships[22], deployed routing policies [3]
etc.). We are in need of improvements to measurement standards,
capabilities and coverage of data collection platforms, experimen-
tal measurement and emulation testbeds and research tools [18].

In this context, there have been interesting recent developments:
(i) providers of public data such as RouteViews and RIPE RIS
started working on live data feeds; (ii) Colorado State’s BGPMon
has transitioned to community-supported software such as goB-
GPd, OpenBMP and Cassandra in order to offer scalable, robust,
web-based real-time access to BGP data as well as access to over
10 years of archived data; (iii) the PEERING testbed provided re-
searchers for the first time with an open community testbed that lets
them exchange routes and traffic with hundreds of real networks
around the world; (iv) the first version of BGPStream, CAIDA’s
open source framework for BGP data analysis, was released in late
2015 (Section 3).

The BGP hackathon served two primary roles. First, it facili-
tated convergence of these software and infrastructure development
efforts and offered a snapshot of the evolving state of the art to a
critical mass of young researchers and seasoned scientists and en-
gineers. Second, the hackathon provided a venue to bring together
people who are interested in Internet routing, but come from dif-
ferent communities and serve different roles – network engineers,
developers, data providers, academic and industry researchers, op-
erators – to meet, discuss, and find opportunities for collaboration
and progress. This report describes the involvement of the commu-
nity in the event (organizers, sponsors, participants, etc.), the plat-
forms used in the hackathon, with emphasis on novel aspects, the
challenges the hacking teams worked on, and the resulting collab-
orations; concluding with lessons learned and ideas on organizing
a similar event in the future.

2. COMMUNITY INVOLVEMENT
Planning the hackathon was an interesting community experi-

ment itself. The organizing committee, comprising of 7 institutions
[6], met in a CAIDA-hosted workshop on 12-13 November 2015
[4]. We defined the format of the event and in particular discussed
(i) which tools and data sources to make available in the hackathon
and how they could complement each other (Section 3) and (ii) a



set of challenging projects that participants could pick, transform
or use for inspiration to propose entirely new projects. Briefly af-
terwards we announced the event.

The response from the community was enthusiastic. We received
more than 80 applications as competing participant, from which
we selected 50 (≈ 30 graduate students) and we assigned 33 travel
grants (almost entirely to students). Selection criteria for participa-
tion took into account the ideas for potential projects and feedback
applicants wrote in the application form, providing equal oppor-
tunities to students from different countries and institutions, and
gender balance (we accepted all 6 female applicants – students and
postdocs). In addition, several experts applied to offer their knowl-
edge to hackathon participants. The 90 attendees, including jury
members, represented academia (50), industry (21, including Face-
book, Google, NTT, Cloudflare, DE-CIX, Symantec, Cisco, Com-
cast), US and European government agencies (6, from DHS, NSF,
FNISA), and non-profit organizations (12, including ISOC, LAC-
NIC, M-Lab) [7].

Before the event, the participants interacted through a mailing
list and used the hackathon wiki to comment on and propose project
ideas as well as indicate their specific expertise. During the hackathon,
teams of 1 to 7 people formed spontaneously and worked on de-
veloping code to extend, use and/or integrate existing open source
platforms and tools by demonstrating their utility in understand-
ing or solving practical problems, such as detecting BGP prefix
hijacking attacks, studying performance of anycast, etc. (Section
4). Competing participants worked side by side with top experts
in the field – some of them the developers/maintainers of the plat-
forms used in the experiments – who sometimes hacked code and
experiments themselves. During both days, the jury members sat
at the tables with the “hackers” and engaged with them in conver-
sations about the challenges they encountered and the experiments
they conducted. The event was extremely social, with people from
different teams often exchanging help and discussing ideas.

This event was possible thanks to the generosity of several spon-
sors (Section 6), who not only helped financially and by providing
facilities and infrastructure but also by participating as experts and
jury members. In particular, we were granted an educational re-
source allocation on SDSC’s Comet supercomputer, which enabled
hackathon participants access to massive computational resources
(Comet has a total of 1944 nodes, each with 24 CPU cores and
128GB of RAM). To simplify use of the machine and improve per-
formance, we pre-installed BGPStream and hosted a local replica
of the entire RouteViews and RIPE RIS data archives that users
were automatically directed to by the BGPStream broker service.
In addition, we made use of Comet’s virtualization capability in or-
der to provide a specialized emulation PEERING environment over
which participants had complete control.

3. RESEARCH AND DATA PLATFORMS
This section briefly introduces the platforms we made available

to participants.
PEERING [34] is a system that enables safe, secure, and tightly

controlled access for researchers and educators to the Internet rout-
ing system. Traditionally, the barriers to conduct Internet routing
experiments hindered progress. To experiment with novel routing
ideas or to understand aspects of the current routing ecosystem, re-
searchers need the ability to actively participate in this ecosystem
by emulating an autonomous system (AS). PEERING operates an
autonomous system and has points of presence (PoPs) at multiple
Internet Exchange Points and universities. The testbed can mul-
tiplex multiple simultaneous research experiments, each of which
independently makes announcements and routing decisions as well

as exchange traffic with the real Internet.
Spurred by the needs of the Hackathon, the PEERING team ex-

pedited a number of major improvements to the testbed. First,
to replace manual, ad-hoc configuration and tracking of PEER-
ING sites and experiments, the team built a centralized site that
manages experiments and resources and automatically generates
and deploys configuration files to PEERING sites and experiments,
making it easier to provision and update experiments. Second, the
team redesigned the toolkit that experimenters use to interact with
the testbed, making it easier to use while adding more sophisticated
functionality, such as control over which peers receive an experi-
ment’s announcements at an IXP.

BGPStream is an open-source software framework for live and
historical BGP data analysis, supporting scientific research, oper-
ational monitoring, and post-event analysis. BGPStream allows
users to either quickly inspect raw BGP data from the command-
line, develop Python apps, or build complex systems using a C/C++
API. BGPStream provides seamless and live access to both the
RouteViews and RIPE RIS data archives, and for the BGP Hackathon
we added experimental live access to a stream of BGP data gen-
erated by BMP-enabled RouteViews collectors. Organizing the
hackathon also pushed us to introduce additional features and fixes
in time for the event, which were released as version 1.1 of the
software framework.

The BGPMon system [2] monitors, stores and analyzes BGP
information captured from approximately 400 routers around the
world in real-time. The information collected by BGPMon is useful
to researchers and network operators. BGPmon is open source and
built with community-supported software such as GoBGP, OpenBMP
and Cassandra. BGPMon can be deployed as a public service, as
done at CSU, or as a private service for sensitive networks. BGP-
Mon interface supports fetching BGP messages in various formats.
Requests can be made based on a time range, a specific peer, AS, a
prefix etc.. The interface runs over HTTP in a RESTful manner so
users can easily integrate BGPMon into their applications. Several
modules can be built on top of BGPMon. For example, in time for
the hackathon, CSU developed a prefix hijack notification module
that allows users to setup alerts for their prefixes.

Periscope [11] is an overlay measurement platform which pro-
vides a standardized interface to Looking Glass (LG) servers de-
ployed by individual AS and IXP operators. Periscope offers a
RESTful API that can be used to retrieve the available LG van-
tage points, issue measurements for three types of LG commands
(show ip bgp, traceroute, ping), query the status of measurements
and retrieve the output in three different formats (json, iplane or
the raw format returned by the LG). Periscope imposes two limits
(a user-specific and a global) on the frequency and number of re-
quests issued to each LG in order to ensure that the querying rates
will conform to the intended LG usage and prevent misuse that can
overwhelm the LGs with excessive number of requests. Periscope
was made available to participants even before the scientific paper
introducing it was presented at the Passive and Active Measurement
conference in April 2016 [21].

RouteViews [28] operates BGP routing collectors around the
world. Operators use the command lines of the collectors to verify
BGP routing. BGP UPDATES and RIBS are stored and saved in
the RouteViews data archives. Researchers use the archive data to
analyze the routing behaviors of the Internet. Some of the Route-
Views peers are ”live peers” and provide real-time data streams.
The CAIDA BGPStream toolkit can be used to work with both the
archive data, and the live data peers. RouteViews data has char-
acteristics of which researchers should be aware. Firstly, most
peers on RouteViews are “full table” peers. This was a design



choice, so that operators could see the full table view from the per-
spective of each peer for debugging purposes, as opposed to just
owned/advertised prefixes. Secondly, some RouteViews collectors
are “multihop”, while some are located at exchange points. The
multihop collectors have peers that are located all over the world.
The exchange collectors have peers that are located at the specific
exchange.

OpenBMP servers were established in a few locations to support
the integration of live BGP data with BGPStream in time for the
hackathon. Live sessions were forwarded from the primary Route-
Views hardware router into OpenBMP, and then into BGPStream.
Live peering sessions were provided by a number of large, Tier-1
Internet Service Providers: TATA, TISCALI, NTT, ATT, Level3,
and Hurricane Electric.

RIPE RIS [30], the RIPE NCC’s BGP collector service is simi-
lar to RouteViews. BGP RIB dumps and update messages are avail-
able as downloadable MRT-format dump files. For the hackathon,
two experimental real-time streaming interfaces were made avail-
able, one through websockets, which allows users to specify cus-
tom filtering for peer, ASN, prefix, and a JSON over a Kafka [1]
interface.

Ark [5] is CAIDA’s globally-distributed active measurement plat-
form consisting of 1U rack-mounted servers and Raspberry Pi’s.
Facilities useful to BGP hackathon attendees include Vela, a web-
based interface to performing on-demand ping/traceroute measure-
ments from Ark monitors, tod-client, a command-line interface pro-
viding similar functionality as Vela, and archival data of the ongo-
ing large-scale traceroute measurements of every routed /24.

RIPE Atlas [31] is an active Internet measurement network with
over 9000 vantage points. Data provided by RIPE Atlas include de-
scription about existing measurements and vantage points, as well
as measurement results in downloadable and real-time streaming
formats. Members of the RIPE Atlas team supported the partic-
ipants with information, use cases, and most importantly, credits
to execute measurements on the fly, for example to correlate BGP
events with data plane changes or compare control/data plane.

RIPEstat [32] is a web-based interface that provides ”everything
you ever wanted to know” about the IP address space, Autonomous
System Numbers (ASNs), and related information for hostnames
and countries in one place. It presents registration and routing data,
DNS data, geographical information, abuse contacts and more from
the RIPE NCC’s internal data sets as well as from external sources,
such as other Regional Internet Registries and IANA. RIPEstat’s
main web-based interface presents this information in the form of
widgets that can be embedded on any webpage. It also provides an
API to access the raw data for use in advanced applications.

4. HACKED PROJECTS
Each team of the hackathon assigned themselves a unique code-

name (e.g., Hijacks-2), which can be used to easily access on the
hackathon wiki and GitHub repository the description of the project
[9] and the corresponding sourcecode and presentation material [8].
We first introduce the four co-winning projects and then discuss
the work of the other teams, follow-ups and other collaborations
spurred. In selecting the winners, the jury took into consideration
– among several criteria and after a careful discussion – the utility
of the code developed (BGPStream-1 and VIZ-2 projects) and the
novelty of the experiments (Anycast-1 and Hijacks-2).

4.1 The four winning projects
The VIZ-2 team developed a version of BGPlay [13], accompa-

nied by other tools, that is easily deployable in a private setup. BG-
Play is a visual interface developed in Javascript that allows a user

Figure 1: BGPlay is a Javascript-based visual interface that
allows a user to track changes in AS paths (observed through
BGP data feeds) towards an AS. The VIZ-2 team developed a
version of BGPlay, accompanied by other tools, that is easily
deployable in a private setup, which includes a data collector
and supports real-time streaming and visualization.

to track changes in AS paths (observed through BGP data feeds)
towards an AS. Figure 1 shows an example of visualization. The
system developed during the hackathon includes a data collector
and supports real-time streaming and visualization of the data col-
lected. A user simply needs to configure the data collector provided
and it can then observe path changes in real time. This project con-
tinued after the hackathon and the authors plan to make available
an image of a virtual machine ready to be set up in a private net-
work, which can be used (also) with private data feeds. Based on
feedback received at the hackathon and at the latest RIPE meeting
[33], Massimo Candela from RIPE decided to continue this project,
also with help from Alistair King at CAIDA.

The Hijacks-2 team developed a system for live detection of
BGP hijacking activity. They used the experimental JSON over
Kafka RIPE RIS and OpenBMP/BGPStream interfaces – with la-
tencies of few seconds up to 2 minutes – to detect MOAS (Multiple
Origin ASes) events and what they defined as “subMOAS”, i.e., an-
nouncements of prefixes that overlap and are originated from differ-
ent ASes. To remove benign cases, they developed 6 filters based
on RPKI, Route Objects in Internet Routing Registries, private AS
numbers, siblings, business relationships, and AS customer cones
from CAIDA’s AS-Rank [26]. Through these filters, they ruled out
60% of the observed events, and visualized the remaining 40% by
showing changes detected in the AS paths. A few of the team mem-
bers were already involved in a collaborative NSF-funded project
of Stony Brook University and CAIDA to detect hijacking attacks
[17] and they will continue working on the topic.

Shane Alcock from University of Waikato formed a single-member
team (BGPStream-1). He significantly improved filtering in BG-
PStream by developing a BPF-style [20] language for specifying
filters that can be used both from command line and with the BGP-
Stream Python/C APIs. In particular, he implemented filters capa-
ble of understanding regular expressions [36] applied to AS paths.
This project was well received by other team participants who stated
they would have used such features during the hackathon if already
available. CAIDA started collaborating with Shane to incorporate
his code in the forthcoming release of BGPStream.

Finally, the Anycast-1 team emulated a service that uses any-
cast routing. They set up 7 anycast nodes using 7 PEERING sites,



Figure 2: Using the PEERING testbed, the Anycast-1 team em-
ulated a service that uses anycast routing and observed the ef-
fects of announcements and withdrawals – e.g., shutting down
the most popular anycast instance – on traceroutes (RIPE At-
las) and on the control-plane (using BGPStream). They also
showed the impact of these changes through a visualization that
they developed using the D3 Javascript framework.

from which they announced a chosen prefix, and repeatedly sent
traceroute towards this prefix from RIPE Atlas probes in different
geographic locations. They observed the effects of announcements
and withdrawals on traceroutes (RIPE Atlas) and on the control-
plane (using BGPStream). In particular, they investigated the effect
of shutting down the most popular site – the one in Amsterdam –
and visualized the impact of these changes through a visualization
that they developed using the D3 Javascript framework (Figure 2).
University of Twente is currently extending this project, making
the code more dynamic and integrating it in a monitoring frame-
work for DNS anycast, in which SIDN (the .nl ccTLD registrar) is
interested.

4.2 Other projects and collaborations
Hijacking was a popular topic among participants. Another team

(Hijacks-1) worked on this topic, evaluating automated prefix deag-
gregation as a defense mechanism to BGP hijacking attacks de-
tected in real-time. The team assumed that an AS uses the stream-
ing BGP data interfaces available from BGPstream, RIPE RIS,
and/or BGPmon to detect hijacks of their own prefixes. Upon de-
tection of a hijack, the AS de-aggregates the attacked prefix, e.g.
a /23 into two /24 prefixes, to rapidly mitigate the effects of the
hijack. The team used PEERING to emulate hijacks of a prefix
owned by PEERING in the real Internet and measure how fast BGP
hijacks can be detected and mitigated. Researchers at the Univer-
sity of Crete and FORTH further developed the project on detecting
BGP hijacking, which resulted in a demo that will be presented the
ACM SIGCOMM 2016 conference [14] and a collaboration with
CAIDA and Stony Brook to join efforts with their NSF-funded
project on detecting BGP hijacking and man-in-the-middle attacks
[17].

The RPKI-42 team investigated whether ASes consider route
validity (based on route origin authorization (ROA) certificates in
ARIN’s RPKI) as part of their routing policies. Researchers from
USC, IIJ, UFMG, and Freie Universität Berlin worked on the project
at the hackathon, and they are continuing it now in collaboration

with Matthias Wählisch (Freie Universität Berlin), Thomas C. Schmidt
(HAW Hamburg), and Doug Montgomery (NIST). The goal is to
conduct a longitudinal study of deployment of RPKI based origin
validation on the Internet. This project has received feedback and
support from Josh Bailey and Chris Marrow at Google, who Anees
Shaikh from Google (hackathon attendee) put Ethan Katz-Bassett
in touch with.

The DataPlane-1 group, wondered if a researcher can leverage
control-plane measurements to use their data-plane measurement
budget more effectively. In other words, in order to reduce a set
of periodic data-plane measurements, can we use an update of a
BGP path toward an AS as a trigger to mark previous traceroutes
towards such AS as “stale”? They tested this hypothesis with data
from (i) periodic (15 min) traceroutes from RIPE Atlas nodes to At-
las anchors and (ii) RouteViews and RIPE RIS monitors. The team
picked control-plane monitors in the same ASes of Atlas nodes
and examined paths towards the ASes hosting RIPE Atlas anchors.
They considered source/destination AS pairs compatible with their
study when the BGP AS path and the traceroute-derived AS path
differed of less than 40% (which was true for 20% of the pairs).
In a demo, they showed that for one third of the pairs they could
examine, a change in the BGP path observed on the control-plane
caused a significant change in traceroute results.

The ASRank-1 team updated CAIDA’s AS-Rank system [26]
to automatically crunch RouteViews, RIS, and Ark data on a daily
basis (instead of the current manual monthly data processing) using
BGPStream and to store the results into a SQL database which they
designed. They also populated the database with historical data
from before 1998 and developed web visualizations showing the
expansion of the customer cone of given ASes over the years.

A few projects would have highly benefited from an additional
day of baking. The Stability-1 project investigated the correlation
between BGP control-plane instability and loss of data-plane con-
nectivity. For prefixes that showed a high rate of BGP updates in 5
minutes bins, they inspected the packet loss experienced by RIPE
Atlas pings targeting them. The LinkRank-1 team proposed dif-
ferent metrics to rank links in the AS graph over time (counting,
for each directed link, the number of paths, prefixes and addresses
covered, as well as link stability). One possible application is to
use linkrank metrics over time as a baseline to detect route hijacks
and leaks. Members of the BGPD-3 team developed a set of perl
scripts to replay BGP updates from MRT files or BGPReader out-
put into BGP daemons. The biggest problem they encountered was
to have a daemon accept multiple paths towards the same prefix
instead of overwriting them with the last one read. Thanks to sug-
gestions from jury member Alvaro Retana (Cisco) they overcame
this problem by using the BGP Add-Path feature, which is currently
supported in the BIRD Internet Routing Daemon Project [16].

The VIZ-3 team created an interactive version of CAIDA AS
Core map [10] as a javascript-based visualization with zooming
functionalities that allow a user to inspect each single node of the
AS topology – an impressively eye-candy visualization that CAIDA
plans to host on their web site and make available soon.

The BGPMon group formed a (non-competing) GoBGPMon
team with the NTT group to increase synergy between NTT’s BGP
deamon implementation (GoBGP) in Go language and the new
BGPMon platform. The groups worked together on defining the
RPC Monitoring API for GoBGP, which allows BGPMon to obtain
incoming messages to any RIB of the router. They also worked on
changing internal data paths to the router as to mitigate the possi-
bility of messages wrongly being advertised to a GoBGP/BGPMon
peer. Following the hackathon BGPMon folks have continued work-
ing with the GoBGP team to deploy more GoBGP daemons as col-



lectors internally at CSU and at other ISPs. They are working on
reducing the memory consumption of the BGP router and improv-
ing the wire data format for the actual BGP message exchange.

Folks from Jive and Google, together with Mattijs Jonker, PhD
student at University of Twente, created an OpenConfig-1 team.
Every BGP speaker (hardware or software) requires a significant
amount of proprietary integration to speak the dialect of its man-
agement language. OpenConfig [29] is an operator working group
that is defining vendor-neutral APIs for configuration and opera-
tional state for all parts of network infrastructure, including BGP
and routing policy. These models are being supported natively
on commercial routers. The goal of the OpenConfig-1 team was
to extend OpenConfig support to open source software BGP im-
plementations, focusing on Quagga and its emerging configuration
API support. During the hackathon they successfully implemented
a prototype to extract data from Quagga BGPd and present it in
OpenConfig structure and format. This work was extended further
at the IETF hackathon in April in Buenos Aires [19] to form the
basis of a model-driven management interface for Quagga.

Finally, there had been several opportunities for discussion and
collaboration unrelated to the specific hackathon projects. For ex-
ample, Roya Ensafi from Princeton got a chance to talk to iGreedy
developers [15] from TELECOM ParisTech, who helped her to set
up their tool for her research. At the hackathon, Roya also dis-
cussed about router’s geolocation and issues of current geoloca-
tion databases with Christos Papadopoulos and his group at CSU,
and they started a collaboration that reportedly made good progress
since the hackathon. John Kemp from RouteViews spent time dis-
cussing BMP as a data collection tool with Tim Evens of OpenBMP.org.
In particular, they discussed how to move forward with the devel-
opment of BMP integration in Quagga or BIRD. This would pro-
duce a standardized method for live BGP data collection. CAIDA
also started a collaboration with Cisco and OpenBMP.org to add to
BGPStream native support for OpenBMP. Finally, the network se-
curity group at TU Wien, is integrating practical BGP analysis exer-
cises based on BGPStream and RouteViews/RIPE RIS data sources
into their network security labs used in undergraduate and graduate
classes [37]. Conversations between a number of participants con-
tinued at NANOG and AIMS in the days immediately following
the hackathon.

5. FINAL THOUGHTS
The Internet is central to all our lives, and BGP routing is cen-

tral to the Internet. Despite its importance, BGP is known to suf-
fer from performance, reliability, and security problems. This first
BGP Hackathon achieved two concrete goals towards enabling re-
search into and ultimately improvement of Internet routing. First,
it introduced attendees to a tool suite now available to researchers
and practioners in the area, including real-time feeds of data, query
interfaces for processing and streaming the data, measurement plat-
forms, Python and C APIs for BGP data analysis, routing configu-
ration languages, and testbeds to enable experiments. Second, it
brought together people from diverse communities and with di-
verse backgrounds who shared a common interest in routing. The
rich tool suite and the range of skills and backgrounds allowed at-
tendees, in a short time, to develop projects that exposed and ex-
plored various interesting aspects of Internet routing. We believe
that providing these tools and bringing together these communities
are important steps towards a better Internet, and we hope the BGP
Hackathon serves both as a springboard for ongoing collaborations
and as a trial run for a recurring event in the future.

Materials related to the event are at https://www.caida.
org/workshops/bgp-hackathon/1602
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