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ABSTRACT
Crowdsourced testing is an increasingly popular way to study the
quality of experience (QoE) of applications, such as video streaming
and web. The diverse nature of the crowd provides a more realistic
assessment environment than laboratory-based assessments allow.
Because of the short life-span of crowdsourcing tasks, each subject
spends a significant fraction of the experiment time just learning
how it works. We propose a novel experiment design to conduct a
longitudinal crowdsourcing study aimed at improving the efficiency
of crowdsourced QoE assessments. On Amazon Mechanical Turk,
we found that our design was 20% more cost-effective than crowd-
sourcing multiple one-off short experiments. Our results showed
that subjects had a high level of revisit intent and continuously
participated in our experiments. We replicated the video stream-
ing QoE assessments in a traditional laboratory setting. Our study
showed similar trends in the relationship between video bitrate and
QoE, which confirm findings in prior research.

CCS CONCEPTS
•Networks→Network experimentation; •Human-centered com-
puting→ Field studies; • Information systems→Multimedia
streaming.
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1 INTRODUCTION
Laboratory-based subjective assessment is the de facto standard for
assessing quality of experience (QoE). Constrained by cost and time,
the scale of assessments is often small. Crowdsourcing-based QoE
experiments (QoE crowdtesting [18]) have become popular due
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to the potential for a large and diverse population of subjects. Re-
searchers publish experiments to public crowdsourcing platforms,
such as Amazon Mechanical Turk [4], Clickworker [1], and Mi-
croworkers [3]. Users on these platforms participate in experiments
remotely over the Internet in exchange for monetary payments.

In traditional QoE crowdtesting design, every subject rates the
same number of stimuli and receives a fixed payment. As the length
of QoE crowdtesting is often much shorter than laboratory experi-
ments (less than 30 minutes [10, 18] vs. more than one hour [31]),
a significant portion of the experiment time is spent on delivering
instructions and training the subjects to operate the assessment
interface. Therefore, subjects can only assess a few stimuli. For
video streaming QoE experiments, each assessment can be up to 3
minutes as subjects have to watch the entire videos. Thus, the effi-
ciency of the crowdsourcing campaign can be low. As the number
of samples collected from each subject is small, it is hard to exam-
ine the intra-rater reliability and mitigate variances introduced by
different assessment environments between subjects.

We propose a novel experiment framework to improve the effi-
ciency of crowdsourcing measurements. This framework is generic
with respect to the nature of the tasks, but it is most effective for
long tasks, particularly QoE assessments. This framework differs
from traditional crowdsourcing in that we introduce an extended
study after the subjects complete the initial one. More specifically,
the subjects can revisit the experiment platform to perform more
tasks over a period of time. This design has three major advantages.
First, the extended study increases the overall efficiency of the ex-
periment campaign, because we do not need to repeat instructions
again to returning participants. The second advantage is that, by
collecting more ratings from the same subjects, we reduce variances
induced by environmental factors across subjects, which leads to
more reliable results. Third, the experiment campaign looks more
attractive to subjects, as it can lead to a relatively bigger reward
than other one-off crowdsourcing tasks.

Apart from the experimental design, an important element of
this framework is the subject’s engagement with the experiment.
The success of this framework relies on trained subjects to revisit
the experiment platform to reduce overheads. To this end, we apply
gamification, which is defined as the use of game design elements in
non-game contexts [9], to improve user engagement and experience.
Prior research showed that the use of gamification in crowdsourcing
tasks can increase the intrinsic motivation of subjects, which can
result in higher performance [12] and user activity [16].
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We implemented a gamified web-based experiment platform,
QUINCE1 [26], to conduct four types of measurement tasks, includ-
ing video streaming QoE assessment and network performance
measurement. QUINCE employs game elements for three major pur-
poses: an interactive tutorial and interface for providing training to
difficult tasks; a user profile system for enhancing user experiences;
scores, levels, and badges, to measure subjects progress and pro-
vide incentives to participate. We leverage the scoring system to
quantify task completion and compute rewards. We group different
tasks and employ a cool-down time to throttle the submission rate
of tasks according to their difficulty and expected completion time.

We used QUINCE to run two experimental studies on Amazon
Mechanical Turk (MTurk) with slightly different parameters to
evaluate our framework. We had five major findings:

• More than 70% of subjects enrolled in the extended study.
These subjects were highly engaged with the experiment.
Half of the them achieved at least 5.5 times more than the
minimum required score.

• We received task submissions throughout the entire time
period of experiment campaigns. User activities showed a
strong diurnal pattern, peaked between 7pm and 11pm. Each
subject completed on average 10 tasks per hour.

• Over 98% of enrolled subjects returned to our platform at
least once within 24 hours reflecting high intent to revisit.

• We found that applying different cool-down times to differ-
ent groups of tasks effectively moderated submission rates.

• Our experiment design reduced the cost per QoE rating to
USD $0.2-0.32, which was 20-67% lower thanwhen procuring
multiple one-off crowdsourced tests.

We further showed that our experiment framework did not de-
grade the quality of QoE assessments. We used a non-gamified
version of QUINCE to perform video streaming QoE assessments in
laboratory settings. We found high correlation between assessment
results and the ratings collected from the crowdsourcing studies.
Our results on the correlation between video bitrates and QoE
aligned with prior studies, further validating the reliability of our
approach.

We highlight related work in §2.We describe our proposed frame-
work and implementation in §3. We present our experimental re-
sults in §4. We conclude the paper in §5, and discuss limitations in
§6.

2 RELATED WORK
Researchers have proposed a number of web platforms to facilitate
the deployment of QoE crowdtesting. QualityCrowd [19, 20] was
a simple web platform for assessing picture or video quality on
MTurk. It leveraged Content Delivery Networks (CDNs) to distrib-
ute test materials. Rainer et al. [29] proposed a PHP-based platform
for a similar purpose. Their platform was configurable and flexible
to different assessment methodologies. QoECenter [39] analyzed
characteristics of the video source and simulated different video
streaming performance scenarios by providing network quality of
service parameters. Its front-end could stream videos and collect
QoE ratings. A recent work, TheFragebogen [15], facilitated the

1QUINCE platform is accessible at https://crowdtrace.caida.org.

design of crowdsourcing experiments by simplifying the genera-
tion of browser-based questionnaires by providing a number of
build-in templates and the capability to capture user behavioral
data for screening out potential spammers. These platforms typi-
cally employed the traditional one-off experiment design, without
considering repeated participation.

Gardlo et al. [14] proposed a two-stage approach, called in-
momento, to improve the reliability of QoE crowdtesting. Their
method whitelisted subjects who passed the screening stage, and
then invited these subjects to accept video assessment tasks in the
second stage. In this case, participation of whitelisted subjects was
limited by the number of studies published by the experimenter to
the crowdsourcing platforms. In contrast, our proposed design only
requires us to set up one crowdsourcing task. Subjects can then
participate freely within a period of time.

Instead of using a traditional 5-point Likert scale, paired com-
parison frameworks showed better reliability in assessing the QoE
of video streaming [7, 36] and the web [34]. These frameworks
are highly specific to the type of stimulus. Our generic experiment
design can adapt these methods to perform subjective assessments.

3 EXPERIMENT DESIGN AND
IMPLEMENTATION

Our experiment design comprises two parts—the initial study and
the extended study. Fig. 1 shows the work flow of our experimental
design. We offered our experimental study as a regular crowdsourc-
ing task on public crowdsourcing platforms, such as MTurk. The
study first presents a task description with information about the
nature of tasks, the minimum requirement for the initial study,
and details on participating and computing rewards (Step (1)). The
subjects then follow a hyperlink at the end of the task description
to access QUINCE and start the initial study (Step (2)).

The initial study (Step (3a)–(3c)) is similar to traditional QoE
crowdtesting approaches (e.g., [19]). QUINCE first obtains informed
consent from subjects and then presents detailed instructions on
measurement tasks, followed by a short interactive practice session.
When a subject’s work (score) meets the minimum requirement,
the platform offers the option of enrolling in the extended study
(Step 4(a)), and instructs the subject to submit a unique experiment
identifier to the crowdsourcing platform (Step (4b)). The enrolled
subjects can directly access the platform, and perform any available
experiment tasks without repeating the onboarding process (Step
(5)). QUINCE automatically generates new measurement tasks for
subjects.

After we run the extended study forT days (Step (6)), we close the
platform and verify the subject’s work (Step (7)). The experimenter
uses the identifier submitted by the subject to link between MTurk
and the experiment platform. We decide to accept/reject a task
submission based on the amount of work submitted by each subject,
quantified by subject’s score (§4). We pay a fixed amount of reward
for the initial study (Step (8a)–(8b)). For the extended study, we pay
an additional reward based on the score the subject obtained (Step
(8c)). We leverage the bonus payment function in MTurk to pay
rewards to subjects.

https://crowdtrace.caida.org


Figure 1: The overall work flow of QUINCE.

3.1 QUINCE- A gamified implementation
We implemented a web platform, named QUINCE, using the Meteor
Javascript framework [2] and MongoDB for reactive web design
and data storage. We also used the amCharts JavaScript library to
render visualization, such as maps and charts. We deployed a video
streaming server to support adaptive streaming using Apple’s HLS
standard.

We employed gamification techniques to increase the motiva-
tion of subjects [40], and thus improve the efficiency and accuracy
in crowdsourcing [12, 21] and laboratory [35] experiments. We
implemented four gamification elements in QUINCE.

(1) Story/Theme. Providing a theme enables subjects to expe-
rience a vicarious setting [13]. In QUINCE, we presented a
simple story in game play: the subject can be a hero who
can improve Internet performance. We embedded our exper-
iment tasks into a map-based interface and the ‘Missions’
tab, and instructed subjects to discover experiment tasks.
Subjects could also select an avatar to represent themselves.

(2) Scores/Points. A scoring system is one of the most commonly
used gamification element in crowdsourcing experiments
(e.g., [11]) for boosting motivation and performance of sub-
jects [24]. In our platform, we employed scores to provide
feedback on progress and quantify the accomplished work.
More importantly, the score earned was proportional to the
monetary payment to the subject.

(3) Levels. We introduced a “level” system to visualize personal
achievements [21] and provide subjects with clear goals and
milestones. Subjects could gain “experiences” as they per-
formed more tasks. We designed 10 levels that subjects could
achieve in the experiments.

(4) Badges. A badge system can increase user activities [16].
In the latest version of QUINCE, we developed three badges
that subjects could earn when they 1) proceeded to the next

level, 2) completed any task groups 5 times, or 3) visited the
platform for 5 days.

Fig. 2 shows the user interface and part of the gamification elements
of QUINCE.

Figure 2: User interface of QUINCE. Gamification features
identified in a user of QUINCE.

3.2 Experiment tasks
Unlike existing platforms (e.g., Eyeorg [34], QualityCrowd [19]) that
only focus on a few specific experiments, QUINCE can incorporate
any browser-based experiment into its interface. We implemented
four different, but related types of measurement tasks to study the
relationship between QoE of video streaming and topology and
performance characteristics of Internet infrastructure.
T1) Network topology measurement. We instructed the subjects to

execute the system’s built-in traceroute command to mea-
sure paths from their computer to IP destinations. Our plat-
form determined the IP destinations based on data from



other network measurement platforms or the hostnames we
extracted in previous executions of Task T3.

T2) Network performance measurement. We used web-based speed
tests to measure network throughput between a subject’s
computer and speed test servers across the Internet. We
incorporated two tests into QUINCE–M-Lab Network Diag-
nostic Tool (NDT) [22] (downlink and uplink throughput),
and a customized version of fast.com (downlink throughput).

T3) File download. We asked subjects to download dedicated web
pages, so we could extract hostnames of CDN caches from
the source code of these pages for use as target destinations
in subsequent executions of Task T1.

T4) Video streaming QoE assessment. We streamed a short (60-90s)
video clip from our own web server using HTTP Adap-
tive Streaming (HAS) or large-scale video service providers
(YouTube and Vimeo). Upon completion of the video play-
back, we asked subjects to rate their QoE using an Absolute
Category Rating (ACR) method (1:Bad–5:Excellent) [27]. We
used a customized JavaScript-based video player to insert
different impairments, such as rebuffering and switching
video quality, to simulate different streaming performance
conditions.

Tasks T1-3 collected Internet topology and performance data that
help diagnose QoE degradation we observed in QoE assessments
(T4), particularly for video streamed directly from providers. The
complexity and duration of these tasks varies. For example, the
video streaming tasks require at least 1 minute to play the entire
video, while subjects can complete the file download task within
10 seconds. Aggressive subjects may choose to perform many easy
tasks within a short time. In addition, the long durations of QoE
assessments can fatigue subjects and lower the reliability of their
assessments [27]. We designed three approaches to regulate task
completion rate.

(1) We grouped tasks into task groups. Subjects must complete
all tasks in a group before they receive more tasks. Table 1
summarizes the composition of tasks in each task group.

(2) We introduced a cool-down period for each task group. Sub-
jects must wait for this period of time before the platform
generates new tasks for them. We set the cool-down pe-
riod according to the nature and requirement of the mea-
surements. For example, we expected the CDN information
captured from T3 to be relatively stable and not require high-
frequency measurements. Therefore, we assigned a longer
cool-down time to those task groups.

(3) We weighted scores that subjects could earn from a task
group according to the completion time for a normal subject.
The last two columns of Table 1 show the scores that we
used in our two experiment studies. We assigned a higher
score to task groups containing the video streaming QoE
task (T4), due to its longer test duration.

4 EVALUATION
We ran two IRB-approved studies on MTurk in July 2019 (Study A)
and December 2019 (Study B). In both studies, we selected workers
from the United States with a historical task acceptance rate higher
than 95%. Our task requires subjects to earn at least 500 points (i.e.,

Table 1: We included different sets of task groups in the two
studies. The score assigned to each task group reflects the
difficulty of tasks, and the badge awards in study B.

Task Tasks Cool-down Scores (points) in
Groups T1 T2 T3 T4 time Study A Study B

G1 ✓ ✓ ✓ 3 min 250 200
G2 ✓ ✓ 1 hr 100 50
G3 ✓ ✓ 1 hr 150 N/A
G4 ✓ ✓ ✓ 1 hr N/A 200

the minimum requirement) in order to receive an initial reward
of USD $2. We set the extended study to 7 days (T=7). Upon the
completion of the 7-day study, we computed the additional bonus
for each subject according to Eqn (1).

Bonus (in USD) = min(
Total score − 500

1000
, 48) (1)

We subtract 500 points from the total score, because that portion
of work was paid as the initial reward. Each enrolled subject can
receive a maximum bonus of USD $48. The user consents to the
minimum requirement and bonus computation information before
they start the study. We also set QUINCE to show a pop-up message
reminding subjects to submit their experiment identifier in order to
receive their initial reward and information regarding themaximum
reward when they reach 500 and 50,000 points, respectively.

We made some changes to QUINCE between study A and B. As
mentioned in Table 1, we adjusted the grouping of tasks and score as-
signments for each group to provide more opportunities for subjects
to participate in study B: 4 task groups through the user interface
(1×G1, 1×G2, 2×G4), instead of 3 groups in study A (1×G1, 1×G2,
1×G3). We also introduced a badge system in study B. Subjects
could receive 10 points for each badge. We examined whether these
changes improved subject’s performance in §4.1.

Table 2 shows descriptive statistics for the two studies. The sub-
jects were diverse in terms of geographical locations and network
providers. Subject approval rates were similar (>85%) across studies.
Most rejected subjects did not earn sufficient scores (<500 points).
We also identified a few MTurk workers who attempted to cheat by
submitting random strings as the experiment identifier. We did not
reject those subjects if they satisfied the minimum requirement (500
points). Although some subjects may have provided unreliable QoE
ratings if they did not pay full attention during video playbacks, or
their computer failed to decode high quality video smoothly. Those
subjects contributed to other measurement tasks (T1-T3) that did
not rely on their subjective judgment. Over 70% of subjects enrolled
in the extended study, indicating intent to continue participation.

4.1 Subject performance
Fig. 3 shows the cumulative distribution function (CDF) of scores
earned by all approved subjects. The solid and dotted lines show
the CDFs of the scores in study A and B, respectively, with a dashed
vertical line at 50,000 points. The minimum requirement was 500
points. We found that {98.6%/93.6%} of the subjects exceeded this
requirement in study {A/B}. On the other hand, {1%/8.51%} of the
subjects reached 48,000 points, and received the maximum reward.

fast.com


Table 2: Statistics of the two crowdsourced studies.

Study A Study B

Study period 7/29-8/4, 2019 12/13-12/20, 2019
Subjects (Enrolled) 251 (204) 251 (188)
Accepted subjects 219 217

Cities 150 134
ISPs (by AS Numbers) 62 57

Very few subjects conducted further measurement tasks after the
pop-up message showed up at 50,000 points. The median score in
study A (4,500 points) was higher than in study B (2,750 points),
probably due to the lower scores assigned to tasks in study B.

500 10000 50000
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Figure 3: Subjects continued to conduct experiments after
meeting the minimum requirement.

Table 3 lists the number of tasks completed by subjects and
the experiment expenses. The number of submissions in study B
was 32.9%-135% more than in study A, at 4.1% lower cost. Our
changes to scoring and the addition of badges further boosted the
cost efficiency of study B. In general, our experiment cost was lower
than multiple one-off crowdsourced QoE tests. If we conservatively
assume subjects spent 50% of their time on the video streaming
QoE assessment task (T4), the cost per QoE rating was only USD
$0.32 and $0.2 in study A and study B, respectively. On the other
hand, a 30-minute crowdsourced test for rating 10 videos could cost
USD $4-6 (i.e., $0.4-0.6 per rating) [14, 34]. Therefore, our approach
was 20-66.7% more cost effective than traditional approaches.

We analyzed the number of tasks completed by subjects per hour
to provide a fine-grain view of their activities. We found a similar
pattern for both studies, so we only show the results for study
B. The heatmap in Fig. 4a depicts the number of submissions of
the four measurement tasks. Each vertical line represents 1 hour;
and the color intensity represents the number of submitted tasks
during that hour. The solid and dotted curves in Fig. 4b show the
total number of task submissions and the number of subjects who
completed at least one task within the hour, respectively. We show
the subject throughput (= Number of submissions

Number of subjects ) and its linear
fit model in solid and dashed line in Fig. 4c, respectively.

Table 3: Subjects submitted thousands of tasks. The changes
we made in study B increased its cost efficiency.

Number of submissions Study A Study B

T1 4,056 9,531
T2 6,162 8,192
T3 3,712 5,365
T4 4,254 6,429

Experiment cost† (USD) $2,712 $2,599
† Note: The cost included 40% fee charged by MTurk.

The three subfigures in Fig. 4 are vertically aligned and start
at December 13, 2019 00:00am PT. As we published the study to
MTurk at 1:35am, we would not expected any submission in the
beginning of the figure. In the hour we published the study, subjects
performed almost 600 measurement tasks. We received more than
200 submissions per hour from at least 30 subjects throughout
the first day. We observed a diurnal pattern, which peaked in the
evening time (7pm-11pm). In the peak hours, more than 20 subjects
submitted over 200 measurements in an hour. We still received at
least 50 measurements per hour from around 10 subjects in the
off-peak hours. Collecting more samples during peak hours can
help us diagnose QoE degradation due to Internet congestion.

While the total number of submissions largely varied with time-
of-day, subject throughput was relatively stable for the first three
days. Each subject submitted on average 10 measurements in an
hour, except for the first two hours and the last three days of the
study. During the first two hours, subject throughput was only 2.75
submission/hour, as subjects went through the tutorial and were
unfamiliar with the tasks. After day 4, as subjects were more famil-
iar with measurement tasks, the performance of subjects slightly
increased. Engaged subjects submitted more than 20 measurements
in late night (1-2am) when the platform had fewer active subjects.
Having subjects participating around-the-clock provided us oppor-
tunities to investigate the impact of time-of-day on QoE evaluation.

The color of Task 3 (T3) is much lighter than the other tasks in
Fig. 4a. This is because T3 was the only task that was not in any
task group that had a cool-down time of 3 minutes. The cool-down
time mechanism throttled the rate of submission.

We quantified subject efficiency using task completion time (S),
which is defined as the difference between the time when subjects
clicked on (started) the tasks and the corresponding task submission
(completion) time. Because the video clips we used in Task 4 (T4)
had different length (60-90s), we subtracted the duration of video
clips from the task completion time in T4 to reveal the actual time
duration that subjects spent rating their QoE. For other tasks (T1-
T3), task completion times included a fixed or short duration for
conducting the measurement.

Fig. 5 shows a box-and-whisker plot of task completion times
for the four tasks in the extended period (ST 1 − ST 4) in the 2nd,
4th, 6th, and 8th boxes, respectively. Further, we presented the task
completion times of the subject’s first attempt during the initial
study (S0T 1 − S0T 4) in the 1st, 3rd, 5th, and 7th boxes, respectively.
After the initial study, subjects were familiar with the tasks, their
efficiency increased by reducing median task completion time by



0 1 2 3 4 5 6 7

Day

T1

T2

T3

T4

T
a

s
k
s

0

50

100

(a) Heatmap of number of submissions for the four tasks. Task T3
showed significantly lower submission throughout the experiment
period, because of the longer cool-down period.
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(b) Except for the first day of the study, the total hourly number of
submissions and the number of active subjects showed a strong di-
urnal pattern, which had the same peak as Internet usage patterns.
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(c) Each subject submitted on average 10 measurements per hour.
The linear fit model (dashed line) showed a small positive slope,
indicating a constant increasing trend in subject throughput. The
model is statistically significant (p <0.001, RMSE=3.89, R2=0.0823).
The intercept and coefficient are also significant (p <0.001).

Figure 4: Hourly performance of subjects in study B.

18.8%-46.1%. Fewer than 2% of measurements took over 120 seconds
to finish; these measurements probably reflect loss of the subject’s
attention.

Take away: Crowdsourced workers can perform longitudinal
studies, so long as experimenters provide time and incentives. Lon-
gitudinal study lowered overhead and experiment cost. The cool-
down period and task group mechanism were effective to control
the throughput of subjects. Repeated experiments also constitute
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Figure 5: Box-and-whisker plot of task completion times of
the first (S0T ) and subsequent experiments (ST ) of the four
measurement tasks. The horizontal red line in each box rep-
resents the median value. Subjects generally used less time
to complete tasks in extended study, due to training effect.
The median task completion time reduced up to 46.1% after
subjects’ initial trial.

a form of training, which reduces future task completion times,
improving efficiency.

4.2 Subject engagement
The key factor to success of our experiment design is that it facil-
itates and incentivizes repeat participation by the same subjects,
which allows longitudinal data collection. Fig. 6 shows the time pe-
riod between enrolled subjects’ consecutive logins to QUINCE. The
behavior of the two studies were similar. Interestingly, we found
significant fractions of re-login activity (13.9% in study A and 26.1%
in study B) happening less than 1 minute after the previous ses-
sion closed. The reason could be that subjects accidentally closed
the browser tab or the connection to our server was unstable. On
the other hand, over 98% of subjects in both studies revisited the
platform at least once within the next day.
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Figure 6: CDFs of times between consecutive logins. Most
subjects revisited the platform at least once per day.



Another metric of engagement of subjects is the time they spent
on the platform. Fig. 7 shows the distribution of length of all ses-
sions (dotted yellow line), and the length of the first session of
subjects who enrolled (dashed blue line) and those who did not
enroll (solid green line) in the extended study. Because subjects had
to go through a tutorial before performing any tasks, the median
length of the first session length was around 30 minutes. We also
found that those who enrolled in the extend study generally spent
around 6 minutes more in the first session than those who decided
not to participate further. Although the length of initial sessions
was longer than that suggested for one-off studies [18], the option
of participating in the extended study provided sufficient incentive
for subjects to spend more time on the initial session. As subjects
were familiar with the tasks after the initial study, they could per-
form tasks more efficiently. Thus, most sessions were significantly
shorter than the initial session. The median session length was only
5.5 minutes.

10
-2

10
0

10
2

10
4

10
6

Session length/s (log scale)

0

0.2

0.4

0.6

0.8

1

C
D

F

w/o enrollment

w/ enrollment (first session)

all sessions

Figure 7: CDFs of the length of login sessions in study B. The
first session was often long because of the onboarding pro-
cess.

Take away: Our experimental design and implementation suc-
cessfully increased subject engagement. Repeat participants had
high familiarity with the experiment tasks, enabling great efficiency
in gathering measurements.

4.3 Cross-validation with laboratory-based
assessments

For network measurement tasks, we can easily assure the quality
of data by enforcing format checks on subject’s input. Our platform
can immediately detect common errors and provide feedback to
subjects to correct their submissions. However, due to the subjective
nature of QoE, we cannot easily evaluate the quality of subjective
assessments.

We focus on analyzing the data collected from the video stream-
ing QoE task (Task T4) and evaluating the reliability of our experi-
mental design. We simulated 15 streaming conditions: 5 streamed
with different resolutions (240p, 360p, 480, 720p, and 1080p) smoothly
without any stalling, 3 inserted stalling events, and the rest with
video quality changing during playback. We encoded 12 creative

common video clips downloaded from YouTube and 2 videos from
a commercial video repository into HTTP Live Streaming (HLS)
format with 5 quality levels. In each experiment, we applied one
of the streaming conditions to one of the randomly selected video
clips. Therefore, there were 210 (= 15 × 14) combinations of videos
and streaming conditions.

As a source of validation, we conducted laboratory-based sub-
jective assessments using a non-gamified version of QUINCE. We
removed all gamification elements and network measurement tasks
from the platform. We translated the user interface and assess-
ment forms to Japanese, the native language of the subjects. We
invited 16 male and 16 female subjects, aged between 20 and 27,
to rate 30 video streams, comprised of 2 videos and 15 streaming
conditions we used in the previous crowdsourcing studies. The
experiment consisted of three 20-minute sessions. Each subject
watched 10 video streams in a session, and rated the QoE using the
ACR method (in Japanese) [27] after the completion of each video
stream. We presented the videos on 32-in Full HD monitors. The
viewing distance was 1-1.5 times of the height of the monitor, mim-
icking ordinary Internet users watching online videos. We provided
20-minute breaks between sessions to mitigate the effect of fatigue.
We also randomized the presentation sequence of video streams to
reduce order effects [28].

Although the lab experiment and crowdsourcing study employed
the same set of streaming conditions, we cannot directly compare
the two sets of Mean Opinion Scores (MOS). We found that some
subjects had low network throughput, revealed by the network
performance task (T3). The simulated performance in crowdsourc-
ing studies may not have always followed the pre-defined stream-
ing conditions. Therefore, we derived the actual streaming per-
formance from logs gathered by the video player, and leveraged
well-established correlations between picture quality, stall events,
and the reported QoE ([32]) to cross-validate our results.

We analyzed the QoE of video streaming with five different res-
olutions (240p, 360p, 480p, 720p, and 1080p) smoothly without any
stalling or quality adaptations. Fig. 8 compares the MOSes collected
from the laboratory (y-axis) with the crowdsourcing test (x-axis).
The rawMOSes (diamondmarkers) are original ratings we collected
in the lab experiment. However, a previous study [6] showed that
Japanese subjects tended to rate QoE more conservatively than
Western ones. Therefore, we converted the raw MOSes into con-
verted MOSes (circle markers) using Eqn 2, as suggested in [33].
After the conversion, the absolute values between the two sets of
data were much closer to each other. We also plotted 95% confi-
dence intervals of the converted MOSes (vertical error bars) and the
crowdsourcing MOSes (horizontal error bars). The confidence inter-
vals of crowdsourcing MOSes were smaller than those of laboratory
ones, due to the larger sample sizes.

The higher QoE ratings from crowdsourcing subjects than the
laboratory ones under the same streaming performance could be
due to other uncontrollable factors [5], including environment con-
ditions, equipment, and day of time. Even thoughwe cannot directly
compare the absolute value of MOSes, both sets of data showed a
similar trend. Subjects in both studies could not distinguish between
video resolutions 720p and 1080p. While the laboratory experiment
showed insignificant differences in MOS between resolutions 480p
and 360p, crowdsourcing subjects rated 360p videos significantly



lower than 480p ones. The QoE of 240p video streams was the
lowest in both experiments.

Converted_MOS = 0.8681 ∗ Raw_MOS + 0.027 (2)
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Figure 8: Comparison of MOS measured in the laboratory
and QoE crowdtesting. Each color represents MOSes of one
video bitrate. The MOS we obtained from both environment
followed a similar trend.

To evaluate the reliability of the experiments, we computed Co-
hen’s kappa coefficient [8] to measure agreement between subjects
perceiving the same stimuli. Although the mean coefficient of the
laboratory experiment (∼0.9) was higher than the crowdsourcing
one (∼0.6), it was at a reasonable level and was similar to the val-
ues reported in [18] before filtering outliers. We presented raw
MOS data to avoid potential bias between different outlier detec-
tion methods, which is a non-goal of this paper. While the sample
size in our studies was large, we can further improve the reliability
by detecting and removing outliers from the data by applying a
posteriori methods, such as CrowdMOS [30], HodgeRank [37], and
iHT/iLTS/aLTS [38].

Take away: Our results showed that QoE assessment conducted
with our new experiment design can achieve reliability level that is
similar to traditional crowdsourcing tests, but at a lower cost per
rating. We compared the results we gathered in a laboratory exper-
iment, and cross-validated our assessment results using correlation
between picture quality and QoE studied in previous research.

5 CONCLUSION
We designed a novel crowdsourcing experiment framework for
improving the efficiency of QoE crowdtesting, and implemented
the framework as a gamified platform for measuring the QoE of
video streaming and Internet performance. We conducted two 7-
day studies with Amazon Mechanical Turk. Both studies showed
that our experimental design and platform attracted strong subject
engagement. Subjects were willing to revisit and perform additional
measurement tasks throughout the study durations. Finally, to show
the reliability of the QoE rating we collected, we compared the QoE
assessment results with a laboratory experiment, and reproduced
the well-established correlation between QoE and video bitrates.

6 DISCUSSION
Limitation on task grouping.We bundled tasks to ensure subjects
completed tasks that spanned a range of difficulty. A drawback of
this approach is that subjects may give up the entire experiment
when one hard task blocks them from completing the group. In the
case of QUINCE, subjects reported that running traceroute (T1)
can be difficult for novice computer users. We revised our tutorial
and instructions in study B based on questions frequently asked
by subjects in study A. In study B, we received significantly less
feedback about task T1, and productivity increased.

Future work to improve reliability of QoE assessments. Low quality
subjects who pay no or little attention to stimuli can induce higher
variance in assessment results. We can apply statistical approaches
to remove outliers by analyzing distributions of ratings. As future
work, we will leverage subjects’ activities during the assessments
to evaluate their quality. For example, low-quality subjects tend
to have short think time and task completion time [17, 23], and
straightforward mouse cursor trajectory [25] that minimizes time
spent on tasks. These detection models only considered one-off ex-
periments, and might not be applicable to longitudinal experiments.
We will investigate potential changes in behavior when subjects
revisit our platform for the extended study. The QUINCE platform
collects metrics (§4) that support such analysis of subject behavior.
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