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ANALYSIS OF INTERNET OUTAGES

•BGP
- BGP updates from route collectors of RIPE-NCC RIS and RouteViews

•Active Traceroute Probing
- Archipelago Measurement Infrastructure (ARK) 
- RIPE-NCC Atlas

•Internet Background Radiation (IBR)
- Traffic reaching the UCSD Network Telescope

•more data sources to come...

Combining different measurement sources
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CASE STUDIES
Different for causes/tech implications/impact
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•Country-level Internet Blackouts
 (BGP withdrawals, packet-filtering, 
satellite-signal jamming, ...)

•Natural disasters affecting the 
infrastructure/population
(earthquakes, hurricanes, ...)

Egypt, Jan 2011 
Government orders 
to shut down the 
Internet 

Japan, Mar 2011 
Earthquake of 
Magnitude 9.0

(a) Christchurch (b) Tohoku

Figure 5: Networks selected within the estimated maximum radius of im-
pact of the earthquake (20km for Christchurch and 304km for Tohoku). We
based our geolocation on the publicly available MaxMind GeoLite Country
database.
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Figure 6: Measuring the impact of the earthquake on network connectivity
as seen by the telescope: value of ✓ for all networks within a given range
from the epicenter. The peak value ✓max reached by ✓ can be considered
the magnitude of the impact.

kilometers from its epicenter, consistent with the stronger magni-
tude of Tohoku’s earthquake (see Table ??) and news reports re-
garding its impact on buildings and power infrastructure. Table ??
summarizes these indicators found for both earthquakes.

Christchurch Tohoku
Magnitude (✓max) 2 at 6km 3.59 at 137km
Radius (⇢max) 20km 304km

Table 3: Indicators of earthquakes’ impact on network connectivity as ob-
served by the UCSD network telescope.

IBR traffic also reveals insight into the evolution of the earth-
quake’s impact on network connectivity. Figure ?? plots the num-
ber of distinct source IPs per hour of packets reaching the telescope
from networks within the �max = 20 km radius from the epicenter
of Christchurch’s earthquake. All times are in UTC. The time range
starts approximately one week before the earthquake and ends two
weeks after. We would not expect the IBR traffic to drop to zero,
for two reasons. First, not all networks are necessarily disabled by
the earthquake. Second, the geolocation database services we use
are not 100% accurate.

For a few days before the event, peaks are always above 140
unique IP addresses per hour (IPs/hour) on weekdays, sometimes
above 160 IPs/hour. In the 24 hours after the earthquake, the rate
drops, with a peak slightly above 100 IPs/hour. The IPs/hour rate

climbs slowly, reaching pre-event levels only after a week, which
correlates with the restoration of power in the Christchurch area [?].

 0

 20

 40

 60

 80

 100

 120

 140

 160

 180

02-18 00:00

02-20 00:00

02-22 00:00

02-24 00:00

02-26 00:00

02-28 00:00

03-02 00:00

03-04 00:00

N
u
m

b
e
r 

o
f 
d
is

tin
ct

 I
P

s 
p
e
r 

h
o
u
r

EARTHQUAKE

Figure 7: Rate of unique source IP addresses found in unsolicited traffic
reaching the UCSD network telescope from networks geolocated within a
⇢max = 20km range from the Christchurch earthquake epicenter. The
rate of distinct IPs per hour drops immediately after the earthquake. Peaks
before the earthquake were above 140-160 IPs/hour on weekdays (weekend
is on 19-20 February), while the first peak after the earthquake is slightly
above 100 IPs/hour. Levels remain lower for several days, consistent with
the slow restoration of power in the area.

Figure ?? plots the same graph for IBR traffic associated with the
Tohoku earthquake, within a maximum distance �max = 304 km
from the epicenter. The much steeper drop in the number of unique
IPs per hour sending IBR traffic is consistent with the Tohoku earth-
quake’s much larger magnitude than that of the Christchurch earth-
quake. In the days after the event the IBR traffic starts to pick up
again, but does not reach the levels from before the event during
the analyzed time interval, also consistent with the dramatic and
lasting impact of the Tohoku earthquake on Northern Japan.
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Figure 8: Rate of unique source IP addresses found in unsolicited traffic
reaching the UCSD network telescope from networks geolocated within
⇢max = 304km of the Tohoku earthquake epicenter. The rate of distinct
IPs per hour shows a considerable drop after the earthquake which does not
return to previous levels even after several days.

Figures ?? and ?? show that the rate of unique IP addresses per
hour observed by the telescope matches the dynamics of the earth-
quakes, reflecting their impact on network connectivity. In order to
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THE EVENTS (1/3)
•Egypt

- January 25th, 2011: protests start in the country
- The government orders service providers to “shut down” the Internet
- January 27th, around 22:34 UTC: several sources report the withdrawal in the 
Internet’s global routing table of almost all routes to Egyptian networks
- The disruption lasts 5.5 days

•Libya
- February 17th, 2011: protests start in the country
- The government controls most of the country’s communication infrastructure
- February 18th (6.8 hrs), 19th (8.3 hrs), March 3rd (3.7 days): three 
different connectivity disruptions:

Internet Disruptions in North Africa
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2011 Feb MarFeb
! !

Jan 27 22:12 (5.5 days)
Feb 18 23:15 (6.8 hours)

Feb 19 21:55 (8.3 hours)
Mar 03 16:57 (3.7 days)

Jan 25 Feb 17

Egypt Libya

Figure 1: Timeline of Internet disruptions described in the paper. Times in figure are UTC (Egypt and Libya are UTC+2). The pair of red dots indicate the start
of major political protests in the respective countries.

study of what it takes to bring down an entire country’s communi-
cations infrastructure, which has security relevance for every nation
in the world. We were also able to observe surprisingly noticeable
effects of such large scale censorship on ongoing global measure-
ment activities, suggesting how similar events could be detected
and/or documented in the future. Our analysis relies on multiple
measurements and vantage points:

! Traffic to unassigned address space, specifically data col-
lected from the UCSD network telescope [7], reveal changes
in background Internet traffic from the affected regions.

! BGP data from RouteViews [59] and RIPE NCC’s Routing
Information Service (RIS) [6] provide a view of BGP activ-
ity during the events.

! Active traceroute probing from Ark [2] reveals forward
path information and can reveal additional types of filter-
ing, e.g. firewalling, not observable via BGP, as well as help
calibrate BGP observations.

We focus on two episodes of Internet disruption, although the
same global data sources and our proposed methodology could il-
luminate the study of similar events in other countries. The main
contributions of this paper are:

" We document a rich view of the disruptions using three
types of measurement data sources.

" We demonstrate how to use unsolicited background traf-
fic to identify country-level blocking events.

" We report previously unknown details of each event, in-
cluding the use of packet filtering as well as BGP route
withdrawals to effect the disruption.

" We sketch a general methodology for the analysis of
some types of of disruptions that combines multiple
measurement data sources available to researchers.

" Our methodology and findings can form the basis for
automated early-warning detection systems for Internet
service suppression events.

The rest of this paper is organized as follows. Section 2 gives
technical background on network disruption, limiting its focus to
the paper’s scope. Section 3 summarizes related work. Section 4
describes our measurement and analysis methodology. Section 5
presents the results of our analysis. Section 6 discusses our findings
and concludes the paper.

2. BACKGROUND
Disabling Internet access is an extreme form of Internet censor-

ship in which a population’s Internet access is blocked completely,
a coarse but technically more straightforward approach than the se-
lective blocking used in most Internet censorship regimes. It can be
implemented by simply powering down or physically disconnect-
ing critical equipment, although this approach typically requires
physical co-location with the communications equipment, which
may be spread over a wide area. A more flexible approach is to use

software to disrupt either the routing or packet forwarding mecha-
nisms.
Routing disruption. While forwarding is the mechanism that ad-
vances packets from source to destination, the routing mechanism
determines which parts of the network are reachable and how. On
the Internet, global routing is coordinated at the level of Autono-
mous Systems (ASes) – administratively distinct parts of the net-
work – using BGP as the interdomain routing protocol. Routers
exchange BGP information (BGP updates) regarding which desti-
nation addresses they can reach, and continually update their for-
warding tables to use the best available path to each contiguous
block of destination addresses.1 Disabling the routing process on
critical routers or suppressing BGP information transmission can
effectively render large parts of a network unreachable.
Packet filtering. Packet filtering intervenes in the normal packet
forwarding mechanism to block (i.e., not forward) packets match-
ing given criteria. Today packet filtering of varying complexity is
a standard security feature of network equipment from switches to
dedicated firewalls.2

Disabling a network’s connectivity to the Internet through BGP
routing disruption is easily detectable, since it entails changes in
the global routing state of the network, i.e., in the control plane.
Previously advertised prefixes must be withdrawn or re-advertised
with different properties in order to change global routing behavior.
Detecting packet filtering is harder; it requires either active probing
of the forward path, or monitoring traffic (the data plane) from the
affected parts of the network for changes.

We also note that BGP-based traffic control and packet-filtering
are only two of many layers where censorship of connectivity and
content may occur. A taxonomy of blocking technologies would
include a range of approaches, including physical layer disconnec-
tion, content blocking based on deep packet inspection by an ISP,
DNS-based blocking or manipulation at multiple granularities, and
end-client software blocking in an enterprise or household.

3. RELATED WORK
An Internet blackout is put into effect by a government when

more selective forms of censorship are either impractical or inef-
fective. Governments use selective censorship to restrict Internet
traffic for political, religious, and cultural reasons. Recent stud-
ies have found that Internet censorship is widespread and on the
rise [3, 8]. Unsurprisingly, there is also growing interest in analyz-
ing the technical aspects of censorship, and methods to circumvent
them.

1Destination addresses are advertised as prefixes, ranges of ad-
dresses represented as a set of fixed high-order bits and varying
low-order bits. A prefixes is written as an IP address in dotted
quad notation followed by a “/” and the prefix length. For exam-
ple, the prefix 132.239.0.0/17 represents IP addresses 132.239.0.0
to 132.239.127.255.
2Because of their versatile packet filtering capabilities, firewalls
can flexibly implement many types of selective censorship: address
filtering, protocol filtering, and simple content filtering.
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NETWORK INFO

•Egypt
- 3165 IPv4 and 6 IPv6 prefixes are delegated to Egypt by AfriNIC
- They are managed by 51 Autonomous Systems
- Filtering type: BGP only

•Libya
- 13 IPv4 prefixes, no IPv6 prefixes
- 3 Autonomous Systems operate in the country
- Filtering type: mix of BGP, packet filtering, satellite signal jamming 

Prefixes, ASes, Filtering 
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BGP
•We reconstruct prefixes losing and regaining reachability

- we build the routing history of every collector’s peer for each collector
- using both RIBs and UPDATES
- we mark a prefix as disappeared if it is withdrawn in each routing history

prefix reachability

fic and traceroute data). Section 5.1 discusses the outage in Egypt;
Section 5.2 discusses the several disconnections in Libya.

5.1 Egypt

5.1.1 Overview
Renesys reported that on January 27, around 22:34:00 GMT,

they observed the “virtually simultaneous withdrawal of all routes
to Egyptian networks in the Internet’s global routing table” [15].
The packet rate of unsolicited traffic from Egypt seen by the UCSD
telescope (Figure 2) suddenly decreases at almost the same time, on
January 27 around 22:32:00 GMT. On the BGP side, the method-
ology explained in Section 4 identifies the outage as a sequence of
routing events between approximately 22:12:00 GMT and 22:34:00
GMT. The outage lasts for more than five days, during which more
active BGP IPv4 prefixes in Egypt are withdrawn. In Figure 3 each
step represents a set of IPv4 prefixes at the point in time when they
first begin to disappear from the network. Temporary fluctuations
of a route are ignored.
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Figure 2: Unsolicited packets from IPs geolocated in Egypt to UCSD’s net-
work telescope.
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Figure 3: Disconnection of Egyptian IPv4 prefixes via BGP during the out-
age on January 27 (based on data from RouteViews and RIPE RIS). For
each disconnected prefix, the red line drops down at the instant in which a
permanent BGP withdrawal is first detected. That is, when its first withdraw
message is seen. Every temporary fluctuation is ignored in the graph.

The UCSD darknet traffic returns to packet rates comparable to
those preceding the outage at 10:00:00 GMT of February 2. The un-
solicited traffic flow from Egypt to the telescope coarsely matches

our BGP analysis, which reports 09:29:31 GMT as the time of the
first set of re-announcements of Egyptian connectivity after the cri-
sis. Figure 4 shows the BGP connectivity reappearing.

5.1.2 Outages in detail
BGP data reveals a dramatic drop in reachability for many Egyp-

tian IPv4 prefixes during the outage. It is not obvious which event
should be considered the first sign of the outage. The leftmost end
of the graph in Figure 3 shows 2928 IPv4 prefixes considered vis-
ible via BGP at 20:00:00 GMT. A notable drop in connectivity is
first seen by RouteViews and RIS route collectors on January 27
at 20:24:11 GMT, related to 15 IPv4 prefixes routed by AS24835.
Further losses of connectivity are visible in the next two hours,
summing up to 236 withdrawn IPv4 prefixes. The biggest disrup-
tion then appears as an almost vertical drop in Figure 3, with the
initial step at 22:12:26 GMT, after which roughly 2500 prefixes
disappear within a 20 minute interval. At 23:30:00 GMT only 176
prefixes remain visible.

Figure 5 shows the same sequence of events separated by the six
main Egyptian ASes. Although the image seems to suggest a time
sequence for the interleaving withdrawals, we can make no safe
assumption on the chronology of underlying decisions.

Contrary to IPv4 prefixes, there was no major change in visibility
for IPv6 prefixes. Of the six IPv6 prefixes in AfriNIC’s delegated
file, only one is seen in RIS and this prefix of length /32 is an-
nounced by AS6175 (Sprint), a major international carrier. This
prefix stayed visible during the outage, as did all its more spe-
cific prefixes seen in RIS (20 /48s from AS24863 and 1 /48 from
AS2561).

Figure 6 shows a breakdown of the traffic observed by the UCSD
network telescope in three categories: conficker, backscatter, and
other. Conficker refers to TCP SYN packets with destination port
445 and packet size 48 bytes. While we assume that these packets
are generated by systems infected by the Conficker worm, we can-
not be absolutely certain, although our inferences are valid if the
majority of packets satisfy this assumption.

These packets typically represent scanning activity, implying that
their source IPs are not spoofed, which is a major concern in a
study based on geolocation of traffic. When large denial of service
attacks target a victim in the address space we are trying to ob-
serve, backscatter traffic can increase suddenly and dramatically,
jeopardizing our inferences about background traffic levels com-
ing from this address space. So our methodology must identify and
filter out this backscatter traffic. The other category represents all
other packets composing the “background radiation” [41] captured
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Figure 4: Re-announcement of Egyptian IPv4 prefixes via BGP at the end of
the outage on February 2 (based on data from RouteViews and RIPE RIS).
For each re-announced prefix, the red line goes up at the instant in which a
stable BGP announcement is first detected.

fic and traceroute data). Section 5.1 discusses the outage in Egypt;
Section 5.2 discusses the several disconnections in Libya.

5.1 Egypt

5.1.1 Overview
Renesys reported that on January 27, around 22:34:00 GMT,

they observed the “virtually simultaneous withdrawal of all routes
to Egyptian networks in the Internet’s global routing table” [15].
The packet rate of unsolicited traffic from Egypt seen by the UCSD
telescope (Figure 2) suddenly decreases at almost the same time, on
January 27 around 22:32:00 GMT. On the BGP side, the method-
ology explained in Section 4 identifies the outage as a sequence of
routing events between approximately 22:12:00 GMT and 22:34:00
GMT. The outage lasts for more than five days, during which more
active BGP IPv4 prefixes in Egypt are withdrawn. In Figure 3 each
step represents a set of IPv4 prefixes at the point in time when they
first begin to disappear from the network. Temporary fluctuations
of a route are ignored.

 0

 20

 40

 60

 80

 100

 120

 140

01-27 00:00

01-28 00:00

01-29 00:00

01-30 00:00

01-31 00:00

02-01 00:00

02-02 00:00

02-03 00:00

02-04 00:00

p
a

ck
e

ts
 p

e
r 

se
co

n
d

Figure 2: Unsolicited packets from IPs geolocated in Egypt to UCSD’s net-
work telescope.
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Figure 3: Disconnection of Egyptian IPv4 prefixes via BGP during the out-
age on January 27 (based on data from RouteViews and RIPE RIS). For
each disconnected prefix, the red line drops down at the instant in which a
permanent BGP withdrawal is first detected. That is, when its first withdraw
message is seen. Every temporary fluctuation is ignored in the graph.

The UCSD darknet traffic returns to packet rates comparable to
those preceding the outage at 10:00:00 GMT of February 2. The un-
solicited traffic flow from Egypt to the telescope coarsely matches

our BGP analysis, which reports 09:29:31 GMT as the time of the
first set of re-announcements of Egyptian connectivity after the cri-
sis. Figure 4 shows the BGP connectivity reappearing.

5.1.2 Outages in detail
BGP data reveals a dramatic drop in reachability for many Egyp-

tian IPv4 prefixes during the outage. It is not obvious which event
should be considered the first sign of the outage. The leftmost end
of the graph in Figure 3 shows 2928 IPv4 prefixes considered vis-
ible via BGP at 20:00:00 GMT. A notable drop in connectivity is
first seen by RouteViews and RIS route collectors on January 27
at 20:24:11 GMT, related to 15 IPv4 prefixes routed by AS24835.
Further losses of connectivity are visible in the next two hours,
summing up to 236 withdrawn IPv4 prefixes. The biggest disrup-
tion then appears as an almost vertical drop in Figure 3, with the
initial step at 22:12:26 GMT, after which roughly 2500 prefixes
disappear within a 20 minute interval. At 23:30:00 GMT only 176
prefixes remain visible.

Figure 5 shows the same sequence of events separated by the six
main Egyptian ASes. Although the image seems to suggest a time
sequence for the interleaving withdrawals, we can make no safe
assumption on the chronology of underlying decisions.

Contrary to IPv4 prefixes, there was no major change in visibility
for IPv6 prefixes. Of the six IPv6 prefixes in AfriNIC’s delegated
file, only one is seen in RIS and this prefix of length /32 is an-
nounced by AS6175 (Sprint), a major international carrier. This
prefix stayed visible during the outage, as did all its more spe-
cific prefixes seen in RIS (20 /48s from AS24863 and 1 /48 from
AS2561).

Figure 6 shows a breakdown of the traffic observed by the UCSD
network telescope in three categories: conficker, backscatter, and
other. Conficker refers to TCP SYN packets with destination port
445 and packet size 48 bytes. While we assume that these packets
are generated by systems infected by the Conficker worm, we can-
not be absolutely certain, although our inferences are valid if the
majority of packets satisfy this assumption.

These packets typically represent scanning activity, implying that
their source IPs are not spoofed, which is a major concern in a
study based on geolocation of traffic. When large denial of service
attacks target a victim in the address space we are trying to ob-
serve, backscatter traffic can increase suddenly and dramatically,
jeopardizing our inferences about background traffic levels com-
ing from this address space. So our methodology must identify and
filter out this backscatter traffic. The other category represents all
other packets composing the “background radiation” [41] captured

 0

 500

 1000

 1500

 2000

 2500

 3000

 3500

09:00 09:30 10:00 10:30 11:00 11:30 12:00

n
u

m
b

e
r 

o
f 

re
-a

n
n

o
u

n
ce

d
 I

P
v4

 p
re

fix
e

s

Figure 4: Re-announcement of Egyptian IPv4 prefixes via BGP at the end of
the outage on February 2 (based on data from RouteViews and RIPE RIS).
For each re-announced prefix, the red line goes up at the instant in which a
stable BGP announcement is first detected.

Egyptian disconnection and reconnection NOTE: IPv6 routes stayed up!
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BGP
•A detailed analysis shows there is synchronization among ASes

per-AS analysis
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Detail of Egyptian disconnection/reconnection: 6 major ASes

January 27th
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Figure 4: Re-announcement of Egyptian IPv4 prefixes via BGP at the end of
the outage on February 2, based on data from RouteViews and RIPE NCC’s
RIS. For each re-announced prefix, the red line goes up at the instant in
which a stable BGP announcement is first detected.
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Figure 5: Visibility of main Egyptian Autonomous Systems via BGP during
the outage on January 27 (based on data from RouteViews and RIPE NCC’s
RIS). Each AS is plotted independently; as in Figure 3, each line drops
down at the instant in which a lasting (i.e., not temporarily fluctuating) BGP
withdrawal is first observed.
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other conficker-like backscatter

Figure 6: Categories of unsolicited packets from IPs geolocated in Egypt
to UCSD’s network telescope: other, conficker-like, backscatter. Spikes in
backscatter traffic reflect large denial-of-service attacks against hosts in
Egypt.

of IPv4 prefixes remained visible during the outage, including some
not announced in the previous months. For this reason we still ob-
serve darknet traffic coming from this AS, whereas the prefixes of
EgAS4 were all withdrawn. A closer look at EgStateAS reveals that
several of the visible IPv4 prefixes were reachable through IntAS2
or IntAS3, either because they were already served by those two
Autonomous Systems or they rerouted to paths using those ASes
after the massive disconnection. Figures 8(a) and 8(b) illustrate this
behavior, where a prefix previously using IntAS4 as its only exter-
nally visible upstream switches to IntAS2 once the outage begins.

Finally, we ran ad-hoc active measurements during the outage to
some related prefixes. In particular, we sent ICMP echo requests
on 1 February at 09:00:00 GMT from GARR (the Italian Research
and Academic Network), the replies to which revealed that at least
three IPv4 prefixes, among those announced by EgStateAS and not
withdrawn during the outage, were actually reachable. Traceroute
probes simultaneously issued toward the same destinations went
through IntAS2.

Another interesting case is that of EgAS7. As also reported by
Renesys [16], the 83 prefixes managed by this AS remained un-
touched for several days during the Egyptian Internet outage. There
was speculation that this AS retained Internet connectivity due to its
high-profile, economically-relevant customers, including the Egyp-
tian stock exchange, the National Bank of Egypt, and the Commer-
cial International Bank of Egypt. However, at a certain point the
censorship was tightened in Egypt: we observed the withdrawals
of all 83 prefixes, almost simultaneously, on Monday, January 31,
20:46:48 GMT until the end of the outage, when all the Egyptian
routes were restored. Figure 9 shows a perfect match between our
telescope observation of Egyptian traffic from EgAS7 and the BGP
reachability of its prefixes.

Figure 10 plots reachability statistics of active measurements
from CAIDA’s Ark infrastructure, revealing that during the outage,
1% of measurements to IPv4 prefixes geolocated in Egypt reached
a responding destination, whereas on normal days it is closer to
16-17%. Examination of the specific IP addresses that retained bi-
directional connectivity throughout the outage confirms that they
all match BGP prefixes that were not withdrawn.

At the end of the outage, a steady reconnection is observed via
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Figure 7: Unsolicited packets from IPs geolocated in Egypt to UCSD net-
work telescope: EgAS4, EgStateAS. Traffic from EgStateAS is still signif-
icant during the outage because: (i) some prefixes remain visible; (ii) some
networks probably retain outbound connectivity. The decay observable in
the first days of the outage matches the progressive withdrawal of further
routes.

BGP. Figures 4 and 11 respectively show time-series of BGP an-
nouncements in aggregate and for each of the six larger ASes. Fig-
ure 11 shows each AS re-injecting sets of previously withdrawn
routes, with most of them globally visible within 20 minutes. The
process began with a first step at 09:29:31 GMT; by 09:56:11 GMT
more than 2500 Egyptian IPv4 prefixes are back in BGP tables
around the world. BGP data suggests that the key decisions on the
outage were quite synchronized, and produced dramatic globally
observable consequences.

5.1.3 Denial-of-service attacks
Analysis of the UCSD darknet traffic also allowed us to identify

some denial-of-service attacks to institutional sites of the Egyptian
government, which because of the timing and victims look strongly

(a)

(b)

Figure 8: BGPlay snapshot showing the reachability graph of a prefix owned
by EgStateAS before (a) and after (b) the outage on January 27. Each color
represents the path used by an AS to reach the target prefix.
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Figure 9: The case of EgAS7: a perfect match across data sources: unso-
licited traffic to UCSD’s network telescope vs. BGP reachability of its 83
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Figure 10: Fraction of Ark traceroutes that terminated (either at the destina-
tion or the last reachable hop) in Egypt. The few IP addresses that retained
bi-directional connectivity (required for traceroute) throughout the outage
were in BGP prefixes that were not withdrawn.
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at the end of outage on February 2, based on data from RouteViews and
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line rises at the instant in which a stable BGP announcement from that AS
is first observed.
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UCSD TELESCOPE

•Unsolicited traffic, a.k.a. Internet Background Radiation - e.g. 
scanning from conficker-infected hosts - from the observed 
country reveals several aspects of these outages!

when malware helps..

fic and traceroute data). Section 5.1 discusses the outage in Egypt;
Section 5.2 discusses the several disconnections in Libya.

5.1 Egypt

5.1.1 Overview
Renesys reported that on January 27, around 22:34:00 GMT,

they observed the “virtually simultaneous withdrawal of all routes
to Egyptian networks in the Internet’s global routing table” [15].
The packet rate of unsolicited traffic from Egypt seen by the UCSD
telescope (Figure 2) suddenly decreases at almost the same time, on
January 27 around 22:32:00 GMT. On the BGP side, the method-
ology explained in Section 4 identifies the outage as a sequence of
routing events between approximately 22:12:00 GMT and 22:34:00
GMT. The outage lasts for more than five days, during which more
active BGP IPv4 prefixes in Egypt are withdrawn. In Figure 3 each
step represents a set of IPv4 prefixes at the point in time when they
first begin to disappear from the network. Temporary fluctuations
of a route are ignored.
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Figure 2: Unsolicited packets from IPs geolocated in Egypt to UCSD’s net-
work telescope.
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Figure 3: Disconnection of Egyptian IPv4 prefixes via BGP during the out-
age on January 27 (based on data from RouteViews and RIPE RIS). For
each disconnected prefix, the red line drops down at the instant in which a
permanent BGP withdrawal is first detected. That is, when its first withdraw
message is seen. Every temporary fluctuation is ignored in the graph.

The UCSD darknet traffic returns to packet rates comparable to
those preceding the outage at 10:00:00 GMT of February 2. The un-
solicited traffic flow from Egypt to the telescope coarsely matches

our BGP analysis, which reports 09:29:31 GMT as the time of the
first set of re-announcements of Egyptian connectivity after the cri-
sis. Figure 4 shows the BGP connectivity reappearing.

5.1.2 Outages in detail
BGP data reveals a dramatic drop in reachability for many Egyp-

tian IPv4 prefixes during the outage. It is not obvious which event
should be considered the first sign of the outage. The leftmost end
of the graph in Figure 3 shows 2928 IPv4 prefixes considered vis-
ible via BGP at 20:00:00 GMT. A notable drop in connectivity is
first seen by RouteViews and RIS route collectors on January 27
at 20:24:11 GMT, related to 15 IPv4 prefixes routed by AS24835.
Further losses of connectivity are visible in the next two hours,
summing up to 236 withdrawn IPv4 prefixes. The biggest disrup-
tion then appears as an almost vertical drop in Figure 3, with the
initial step at 22:12:26 GMT, after which roughly 2500 prefixes
disappear within a 20 minute interval. At 23:30:00 GMT only 176
prefixes remain visible.

Figure 5 shows the same sequence of events separated by the six
main Egyptian ASes. Although the image seems to suggest a time
sequence for the interleaving withdrawals, we can make no safe
assumption on the chronology of underlying decisions.

Contrary to IPv4 prefixes, there was no major change in visibility
for IPv6 prefixes. Of the six IPv6 prefixes in AfriNIC’s delegated
file, only one is seen in RIS and this prefix of length /32 is an-
nounced by AS6175 (Sprint), a major international carrier. This
prefix stayed visible during the outage, as did all its more spe-
cific prefixes seen in RIS (20 /48s from AS24863 and 1 /48 from
AS2561).

Figure 6 shows a breakdown of the traffic observed by the UCSD
network telescope in three categories: conficker, backscatter, and
other. Conficker refers to TCP SYN packets with destination port
445 and packet size 48 bytes. While we assume that these packets
are generated by systems infected by the Conficker worm, we can-
not be absolutely certain, although our inferences are valid if the
majority of packets satisfy this assumption.

These packets typically represent scanning activity, implying that
their source IPs are not spoofed, which is a major concern in a
study based on geolocation of traffic. When large denial of service
attacks target a victim in the address space we are trying to ob-
serve, backscatter traffic can increase suddenly and dramatically,
jeopardizing our inferences about background traffic levels com-
ing from this address space. So our methodology must identify and
filter out this backscatter traffic. The other category represents all
other packets composing the “background radiation” [41] captured
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Figure 4: Re-announcement of Egyptian IPv4 prefixes via BGP at the end of
the outage on February 2 (based on data from RouteViews and RIPE RIS).
For each re-announced prefix, the red line goes up at the instant in which a
stable BGP announcement is first detected.

refer to two denial of service attacks discussed in Section 5.2.3. To-
ward the right of the graph it is difficult to interpret what is really
happening in Libya because of the civil war.

5.2.2 Outages in detail
The first two outages happened during two consecutive nights.

Figure 13(a) shows a more detailed view of these two outages as
observed by the UCSD telescope. Figure 13(b) shows BGP data
over the same interval: in both cases, within a few minutes, 12 out
of the 13 IPv4 prefixes associated with IP address ranges officially
delegated to Libya were withdrawn. These twelve IPv4 prefixes
were announced by AS21003 - GPTC, the local telecom operator,
while the remaining IPv4 prefix is managed by AS6762 - Seabone-
Net Telecom Italia Sparkle. There are no IPv6 prefixes in AfriNIC’s
delegated file for Libya. The MaxMind IP geolocation database fur-
ther puts 12 non-contiguous IP ranges in Libya, all part of an en-
compassing IPv4 prefix announced by AS30981 - HSS-CGN-AS
Horizon Satellite Services Cologne Teleport, which provides satel-
lite services in the Middle East, Asia and Africa. The covering IPv4
prefix also contained 180 IP ranges in several other countries pre-
dominantly in the Middle East. We considered this additional AS
because the UCSD darknet observed a significant amount of unso-
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Figure 10: Fraction of Ark traceroutes to an address in Egypt which termi-
nated in Egypt (either destination, if reached, or the last reachable hop was
in Egypt).
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Figure 11: Reconnection of main Egyptian Autonomous Systems via BGP
at the end of outage on February 2 (based on data from RouteViews and
RIPE RIS). Each AS is plotted independently; see Figure 4 for details on
the methodology.

Figure 12: UCSD darknet’s traffic coming from Libya.

licited traffic coming from IPs in those 12 ranges in the 10 days
before the first outage (about 50k packets each day). This level of
background traffic indicates a population of customers using PCs
likely infected by Conficker or other malware, allowing inference
of network conditions. This network also provides evidence of what
happened to Libyan Internet connections based on satellite systems
not managed by the local telecom provider.

Comparing Figures 13(a) and 13(b) reveals a different behav-
ior that conflicts with previous reports [16]: the second outage is
not entirely caused by BGP withdrawals. The BGP shutdown be-
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Figure 13: The first two Libyan outages: (a) unsolicited traffic to UCSD
darknet coming from Libya; (b) visibility of Libyan IPv4 prefixes in BGP
(data from RouteViews and RIPE NCC RIS collectors).
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Figure 4: Re-announcement of Egyptian IPv4 prefixes via BGP at the end of
the outage on February 2, based on data from RouteViews and RIPE NCC’s
RIS. For each re-announced prefix, the red line goes up at the instant in
which a stable BGP announcement is first detected.
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Figure 5: Visibility of main Egyptian Autonomous Systems via BGP during
the outage on January 27 (based on data from RouteViews and RIPE NCC’s
RIS). Each AS is plotted independently; as in Figure 3, each line drops
down at the instant in which a lasting (i.e., not temporarily fluctuating) BGP
withdrawal is first observed.
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Figure 6: Categories of unsolicited packets from IPs geolocated in Egypt
to UCSD’s network telescope: other, conficker-like, backscatter. Spikes in
backscatter traffic reflect large denial-of-service attacks against hosts in
Egypt.

of IPv4 prefixes remained visible during the outage, including some
not announced in the previous months. For this reason we still ob-
serve darknet traffic coming from this AS, whereas the prefixes of
EgAS4 were all withdrawn. A closer look at EgStateAS reveals that
several of the visible IPv4 prefixes were reachable through IntAS2
or IntAS3, either because they were already served by those two
Autonomous Systems or they rerouted to paths using those ASes
after the massive disconnection. Figures 8(a) and 8(b) illustrate this
behavior, where a prefix previously using IntAS4 as its only exter-
nally visible upstream switches to IntAS2 once the outage begins.

Finally, we ran ad-hoc active measurements during the outage to
some related prefixes. In particular, we sent ICMP echo requests
on 1 February at 09:00:00 GMT from GARR (the Italian Research
and Academic Network), the replies to which revealed that at least
three IPv4 prefixes, among those announced by EgStateAS and not
withdrawn during the outage, were actually reachable. Traceroute
probes simultaneously issued toward the same destinations went
through IntAS2.

Another interesting case is that of EgAS7. As also reported by
Renesys [16], the 83 prefixes managed by this AS remained un-
touched for several days during the Egyptian Internet outage. There
was speculation that this AS retained Internet connectivity due to its
high-profile, economically-relevant customers, including the Egyp-
tian stock exchange, the National Bank of Egypt, and the Commer-
cial International Bank of Egypt. However, at a certain point the
censorship was tightened in Egypt: we observed the withdrawals
of all 83 prefixes, almost simultaneously, on Monday, January 31,
20:46:48 GMT until the end of the outage, when all the Egyptian
routes were restored. Figure 9 shows a perfect match between our
telescope observation of Egyptian traffic from EgAS7 and the BGP
reachability of its prefixes.

Figure 10 plots reachability statistics of active measurements
from CAIDA’s Ark infrastructure, revealing that during the outage,
1% of measurements to IPv4 prefixes geolocated in Egypt reached
a responding destination, whereas on normal days it is closer to
16-17%. Examination of the specific IP addresses that retained bi-
directional connectivity throughout the outage confirms that they
all match BGP prefixes that were not withdrawn.

At the end of the outage, a steady reconnection is observed via
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Figure 7: Unsolicited packets from IPs geolocated in Egypt to UCSD net-
work telescope: EgAS4, EgStateAS. Traffic from EgStateAS is still signif-
icant during the outage because: (i) some prefixes remain visible; (ii) some
networks probably retain outbound connectivity. The decay observable in
the first days of the outage matches the progressive withdrawal of further
routes.

data available to researchers: (i) BGP updates collected by Route-
Views [?] and RIPE NCC’s Routing Information Service (RIS) [?];
(ii) active traceroute probing from Ark [?]; and (iii) IBR from the
UCSD network telescope. For the IBR traffic data, we first isolated
all the traffic from IP addresses that geolocated to Egypt and Libya
for a period of time including the outages. For IP geolocation we
used two databases: the AfriNIC Regional Internet Registry [?] and
the MaxMind GeoLite Country database [?].
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Figure 1: Unsolicited traffic from IPs geolocated in Egypt to UCSD’s net-
work telescope: number of distinct source IP addresses observed every hour
and packet rate per category (Conficker-like, backscatter, other). The large
drop in both distinct IP addresses and packets reaching the telescope corre-
sponds to the Egyptian outage. The sudden peaks in backscatter traffic are
due to large denial-of-service attacks each to (and thus causing backscatter
from) a single victim. Such spikes substantially increase the overall packet
rate but not the rate of distinct IP addresses.

IBR traffic observed at a darknet from a specific area can vary
significantly based on the different contributing behaviors. Figure
?? shows two metrics of traffic reaching the UCSD darknet for
a nine-day period covering the January episode of censorship in
Egypt: the number of distinct IP addresses that geolocated to Egypt
and reached the darknet (left y-axis), and the packet rate from those
IP addresses geolocated in Egypt, separated into three categories
(y-axis). The Conficker-like traffic category refers to TCP SYN
packets with destination port 445 and packet size 48 bytes, pre-
suming that these packets are generated by systems infected by the
Conficker worm [?]. In contrast, backscatter traffic is generated in
response to spoofed-IP-address denial of service attacks. We see
significant levels of such traffic only when a large attack targets
a victim in the address space we observe, which happened during
our study interval for Egypt. Figure ?? shows three large denial
of service attacks between 2-4 February 2011. The third category
is “other” IBR traffic, mostly due to scanning activity, sometimes
carried out by botnet-infected computers [?].

To mitigate the impact of one or few hosts dramatically affecting
the unsolicited traffic rate, which is particularly a concern when
we are examining a small subset of IBR traffic, e.g., from a small
country, we used the rate of distinct IP source addresses. Figure ??
confirms that this metric is not significantly affected by spikes in the
backscatter and “other” traffic categories. The number of distinct
IPs per hour suddenly decreased after 22:00 UTC on January 27,
and returned to pre-outage levels after 10:00 UTC on February 2,

consistent with other reports of when the outage started and ended
[?, ?]. Some IBR traffic remained even during the outage for two
reasons: (i) some network prefixes were not withdrawn and (ii) if
not caused by the data-plane going down, a BGP withdrawal may
only affect inbound connectivity, outbound packets can still be sent
if a network uses default routing for upstream connectivity.

The gradual decrease in the rates of both unique IP addresses and
packets during the outage is due to the progressive withdrawal of
more BGP routes that during the first day were kept reachable [?].
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Figure 2: Unsolicited traffic to UCSD’s network telescope originating from
Libya during the first two Libyan outages. The rate of distinct IPs per hour
drops to approximately zero during both outages. The small peaks during
the second outage are due to a different blocking technique that was put in
place (packet filtering) which kept communication alive for a few networks.

In Libya, three different outages have been identified and pub-
licly recognized [?], all reflected in variations in the IBR IP-address
rate observed by the UCSD network telescope. Figure ?? shows a
view from the telescope of the first two Libyan outages. Normal
values for Libyan IBR to this telescope are around 380 distinct IPs
per hour, while during both outages the IP rate dropped to almost
zero, consistent with other reports [?, ?, ?]. The analysis we con-
ducted in [?] revealed that the second outage was implemented in a
first phase through BGP withdrawals, and then, while BGP routes
were restored, by deploying packet filtering at a country-level gran-
ularity. This insight demonstrated the potential of network tele-
scopes to detect large-scale connectivity disruptions that are not
detectable by monitoring BGP connectivity.

4. EARTHQUAKES
In this section we look at the earthquakes that struck Christchurch,

New Zealand on 22 February 2011 and Tohoku, Japan on 11 March
2011. These examples illustrate how IBR reflects the impacts of
such natural disasters on network infrastructure. We introduce a
lightweight but effective metric to analyze such impacts. Table ??
lists key characteristics of the two earthquakes.

Christchurch - NZ Tohoku - JP
Magnitude 6.1 9.0
Latitude 43.583 �S 38.322 �N
Longitude 172.701 �E 142.369 �E
Date UTC 21.02.2011, 23:51:42 UTC 11.03.2011, 05:46:23 UTC
Date Localtime 22.02.2011, 12:51:42 PM 11.03.2011, 02:46:23 PM

Table 1: Key characteristics of the two earthquakes. Christchurch is on the
southern island of New Zealand. Tohoku is in the northeastern region of
Honshu, the largest island of Japan.
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data available to researchers: (i) BGP updates collected by Route-
Views [?] and RIPE NCC’s Routing Information Service (RIS) [?];
(ii) active traceroute probing from Ark [?]; and (iii) IBR from the
UCSD network telescope. For the IBR traffic data, we first isolated
all the traffic from IP addresses that geolocated to Egypt and Libya
for a period of time including the outages. For IP geolocation we
used two databases: the AfriNIC Regional Internet Registry [?] and
the MaxMind GeoLite Country database [?].
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Figure 1: Unsolicited traffic from IPs geolocated in Egypt to UCSD’s net-
work telescope: number of distinct source IP addresses observed every hour
and packet rate per category (Conficker-like, backscatter, other). The large
drop in both distinct IP addresses and packets reaching the telescope corre-
sponds to the Egyptian outage. The sudden peaks in backscatter traffic are
due to large denial-of-service attacks each to (and thus causing backscatter
from) a single victim. Such spikes substantially increase the overall packet
rate but not the rate of distinct IP addresses.

IBR traffic observed at a darknet from a specific area can vary
significantly based on the different contributing behaviors. Figure
?? shows two metrics of traffic reaching the UCSD darknet for
a nine-day period covering the January episode of censorship in
Egypt: the number of distinct IP addresses that geolocated to Egypt
and reached the darknet (left y-axis), and the packet rate from those
IP addresses geolocated in Egypt, separated into three categories
(y-axis). The Conficker-like traffic category refers to TCP SYN
packets with destination port 445 and packet size 48 bytes, pre-
suming that these packets are generated by systems infected by the
Conficker worm [?]. In contrast, backscatter traffic is generated in
response to spoofed-IP-address denial of service attacks. We see
significant levels of such traffic only when a large attack targets
a victim in the address space we observe, which happened during
our study interval for Egypt. Figure ?? shows three large denial
of service attacks between 2-4 February 2011. The third category
is “other” IBR traffic, mostly due to scanning activity, sometimes
carried out by botnet-infected computers [?].

To mitigate the impact of one or few hosts dramatically affecting
the unsolicited traffic rate, which is particularly a concern when
we are examining a small subset of IBR traffic, e.g., from a small
country, we used the rate of distinct IP source addresses. Figure ??
confirms that this metric is not significantly affected by spikes in the
backscatter and “other” traffic categories. The number of distinct
IPs per hour suddenly decreased after 22:00 UTC on January 27,
and returned to pre-outage levels after 10:00 UTC on February 2,

consistent with other reports of when the outage started and ended
[?, ?]. Some IBR traffic remained even during the outage for two
reasons: (i) some network prefixes were not withdrawn and (ii) if
not caused by the data-plane going down, a BGP withdrawal may
only affect inbound connectivity, outbound packets can still be sent
if a network uses default routing for upstream connectivity.

The gradual decrease in the rates of both unique IP addresses and
packets during the outage is due to the progressive withdrawal of
more BGP routes that during the first day were kept reachable [?].
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Figure 2: Unsolicited traffic to UCSD’s network telescope originating from
Libya during the first two Libyan outages. The rate of distinct IPs per hour
drops to approximately zero during both outages. The small peaks during
the second outage are due to a different blocking technique that was put in
place (packet filtering) which kept communication alive for a few networks.

In Libya, three different outages have been identified and pub-
licly recognized [?], all reflected in variations in the IBR IP-address
rate observed by the UCSD network telescope. Figure ?? shows a
view from the telescope of the first two Libyan outages. Normal
values for Libyan IBR to this telescope are around 380 distinct IPs
per hour, while during both outages the IP rate dropped to almost
zero, consistent with other reports [?, ?, ?]. The analysis we con-
ducted in [?] revealed that the second outage was implemented in a
first phase through BGP withdrawals, and then, while BGP routes
were restored, by deploying packet filtering at a country-level gran-
ularity. This insight demonstrated the potential of network tele-
scopes to detect large-scale connectivity disruptions that are not
detectable by monitoring BGP connectivity.

4. EARTHQUAKES
In this section we look at the earthquakes that struck Christchurch,

New Zealand on 22 February 2011 and Tohoku, Japan on 11 March
2011. These examples illustrate how IBR reflects the impacts of
such natural disasters on network infrastructure. We introduce a
lightweight but effective metric to analyze such impacts. Table ??
lists key characteristics of the two earthquakes.

Christchurch - NZ Tohoku - JP
Magnitude 6.1 9.0
Latitude 43.583 �S 38.322 �N
Longitude 172.701 �E 142.369 �E
Date UTC 21.02.2011, 23:51:42 UTC 11.03.2011, 05:46:23 UTC
Date Localtime 22.02.2011, 12:51:42 PM 11.03.2011, 02:46:23 PM

Table 1: Key characteristics of the two earthquakes. Christchurch is on the
southern island of New Zealand. Tohoku is in the northeastern region of
Honshu, the largest island of Japan.
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Figure 7: Unsolicited packets from IPs geolocated in Egypt to UCSD net-
work telescope: AS8452, AS24863.
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Figure 8: Reachability graph of a prefix owned by TE Data before (a) and
after (b) the outage on January 27.

confirms that bi-directional connectivity to a small number of hosts
geolocated in Egypt remained.

At the end of the outage, a steady reconnection is observed via
BGP. Figures 4 and 11 respectively show time-series of BGP an-
nouncements in aggregate and for each of the six larger ASes. Fig-
ure 11 shows each AS re-injecting sets of previously withdrawn
routes back, with most of them globally visible within 20 minutes.
The process begins with a first step at 09:29:31 GMT; by 09:56:11
GMT more than 2500 Egyptian IPv4 prefixes are back in BGP ta-
bles around the world. BGP data suggests that the key decisions on
the outage were quite synchronized, and produced dramatic conse-
quences at global level.

The opportunity to observe such a macroscopic event is a his-
torical experience. A real-time hybrid BGP-traceroute monitoring
system with geolocation capability would be able to capture such
events in far greater detail.

5.1.3 Denial of service attacks
Analysis of the UCSD darknet traffic also allows us to identify

some denial of service attacks to institutional sites of the Egyptian
government, which because of the timing and victims look strongly
related to protests in the country. The web site of the Ministry
of Communications (mcit.gov.eg) was attacked with a randomly-
spoofed DoS attack just before the outage started, on January 26 at
different times: 15:47 GMT (for 16 minutes), 16:55 GMT (17 min-
utes), and 21:09 GMT (53 minutes). Analysis of the backscatter
traffic to the darknet allows estimation of the intensity of the attack
in terms of packet rate, indicating average packet rates between 20k
and 50k packets per second.

On February 2 the web site of the Ministry of Interior (www.moiegypt.gov.eg)
was targeted by two DoS attacks just after the end of the censorship
from 11:05 to 13:39 GMT and from 15:08 to 17:17 GMT. The same
IP address was attacked another time the day after, from 08:06 to
08:42 GMT. In this case the estimated packet rates were smaller,
around 7k packets per second.

5.2 Libya

5.2.1 Overview
In Libya three different outages have been identified and pub-

licly recognized (Figure 1). Figure 12 shows the traffic observed
from the UCSD network telescope during the outage period. Points
labeled A, B and C indicate 3 different cut-offs; points D1 and D2
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TELESCOPE VS BGP
Complementarity

•Contrasting telescope traffic with 
BGP measurements revealed a mix of 
blocking techniques that was not 
publicized by others
•The second Libyan outage involved 
overlapping of BGP withdrawals 
and packet filtering

Libya

refer to two denial of service attacks discussed in Section 5.2.3. To-
ward the right of the graph it is difficult to interpret what is really
happening in Libya because of the civil war.

5.2.2 Outages in detail
The first two outages happened during two consecutive nights.

Figure 13(a) shows a more detailed view of these two outages as
observed by the UCSD telescope. Figure 13(b) shows BGP data
over the same interval: in both cases, within a few minutes, 12 out
of the 13 IPv4 prefixes associated with IP address ranges officially
delegated to Libya were withdrawn. These twelve IPv4 prefixes
were announced by AS21003 - GPTC, the local telecom operator,
while the remaining IPv4 prefix is managed by AS6762 - Seabone-
Net Telecom Italia Sparkle. There are no IPv6 prefixes in AfriNIC’s
delegated file for Libya. The MaxMind IP geolocation database fur-
ther puts 12 non-contiguous IP ranges in Libya, all part of an en-
compassing IPv4 prefix announced by AS30981 - HSS-CGN-AS
Horizon Satellite Services Cologne Teleport, which provides satel-
lite services in the Middle East, Asia and Africa. The covering IPv4
prefix also contained 180 IP ranges in several other countries pre-
dominantly in the Middle East. We considered this additional AS
because the UCSD darknet observed a significant amount of unso-
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Figure 10: Fraction of Ark traceroutes to an address in Egypt which termi-
nated in Egypt (either destination, if reached, or the last reachable hop was
in Egypt).
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at the end of outage on February 2 (based on data from RouteViews and
RIPE RIS). Each AS is plotted independently; see Figure 4 for details on
the methodology.

Figure 12: UCSD darknet’s traffic coming from Libya.

licited traffic coming from IPs in those 12 ranges in the 10 days
before the first outage (about 50k packets each day). This level of
background traffic indicates a population of customers using PCs
likely infected by Conficker or other malware, allowing inference
of network conditions. This network also provides evidence of what
happened to Libyan Internet connections based on satellite systems
not managed by the local telecom provider.

Comparing Figures 13(a) and 13(b) reveals a different behav-
ior that conflicts with previous reports [16]: the second outage is
not entirely caused by BGP withdrawals. The BGP shutdown be-
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Figure 13: The first two Libyan outages: (a) unsolicited traffic to UCSD
darknet coming from Libya; (b) visibility of Libyan IPv4 prefixes in BGP
(data from RouteViews and RIPE NCC RIS collectors).

refer to two denial of service attacks discussed in Section 5.2.3. To-
ward the right of the graph it is difficult to interpret what is really
happening in Libya because of the civil war.

5.2.2 Outages in detail
The first two outages happened during two consecutive nights.

Figure 13(a) shows a more detailed view of these two outages as
observed by the UCSD telescope. Figure 13(b) shows BGP data
over the same interval: in both cases, within a few minutes, 12 out
of the 13 IPv4 prefixes associated with IP address ranges officially
delegated to Libya were withdrawn. These twelve IPv4 prefixes
were announced by AS21003 - GPTC, the local telecom operator,
while the remaining IPv4 prefix is managed by AS6762 - Seabone-
Net Telecom Italia Sparkle. There are no IPv6 prefixes in AfriNIC’s
delegated file for Libya. The MaxMind IP geolocation database fur-
ther puts 12 non-contiguous IP ranges in Libya, all part of an en-
compassing IPv4 prefix announced by AS30981 - HSS-CGN-AS
Horizon Satellite Services Cologne Teleport, which provides satel-
lite services in the Middle East, Asia and Africa. The covering IPv4
prefix also contained 180 IP ranges in several other countries pre-
dominantly in the Middle East. We considered this additional AS
because the UCSD darknet observed a significant amount of unso-
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licited traffic coming from IPs in those 12 ranges in the 10 days
before the first outage (about 50k packets each day). This level of
background traffic indicates a population of customers using PCs
likely infected by Conficker or other malware, allowing inference
of network conditions. This network also provides evidence of what
happened to Libyan Internet connections based on satellite systems
not managed by the local telecom provider.

Comparing Figures 13(a) and 13(b) reveals a different behav-
ior that conflicts with previous reports [16]: the second outage is
not entirely caused by BGP withdrawals. The BGP shutdown be-
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Figure 13: The first two Libyan outages: (a) unsolicited traffic to UCSD
darknet coming from Libya; (b) visibility of Libyan IPv4 prefixes in BGP
(data from RouteViews and RIPE NCC RIS collectors).
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Figure 12: UCSD darknet’s traffic coming from Libya. Labels A, B, C in-
dicate the three outages. Spikes labeled D1 and D2 are due to backscatter
from two denial-of-service attacks.

related to protests in the country. The web site of the Ministry
of Communications (mcit.gov.eg) was attacked with a randomly-
spoofed DoS attack just before the outage started, on January 26 at
different times: 15:47 GMT (for 16 minutes), 16:55 GMT (17 min-
utes), and 21:09 GMT (53 minutes). Analysis of the backscatter
traffic to the darknet allows estimation of the intensity of the attack
in terms of packet rate, indicating average packet rates between 20k
and 50k packets per second.

On February 2 the web site of the Egyptian Ministry of Interior
(www.moiegypt.gov.eg) was targeted by two DoS attacks just af-
ter the end of the censorship from 11:05 to 13:39 GMT and from
15:08 to 17:17 GMT. The same IP address was attacked another
time the day after, from 08:06 to 08:42 GMT. In this case the esti-
mated packet rates were smaller, around 7k packets per second.

5.2 Libya

5.2.1 Overview
Libya’s Internet infrastructure is even more prone to manipula-

tion then Egypt’s, judging from its physical structure. International
connectivity is provided by only two submarine cables, both end-
ing in Tripoli [39], and the Internet infrastructure is dominated by
a single, state owned, AS. We only found two other ASes having a
small presence in Libya, as described in Section 5.2.2.

In Libya three different outages in early 2011 were identified
and publicly documented (Figure 1). Figure 12 shows the traffic
observed by the UCSD network telescope from Libya throughout
an interval encompassing the outages. The points labeled A, B and
C indicate three different blackout episodes; points D1 and D2 refer
to two denial-of-service attacks discussed in Section 5.2.3. Toward
the right of the graph it is difficult to interpret what is really hap-
pening in Libya because of the civil war.

5.2.2 Outages in detail
The first two outages happened during two consecutive nights.

Figure 13(a) shows a more detailed view of these two outages as
observed by the UCSD telescope. Figure 13(b) shows BGP data
over the same interval: in both cases, within a few minutes, 12 out
of the 13 IPv4 prefixes associated with IP address ranges officially
delegated to Libya were withdrawn. These twelve IPv4 prefixes
were announced by LyStateAS, the local telecom operator, while
the remaining IPv4 prefix was managed by IntAS2. As of May
2011, there were no IPv6 prefixes in AfriNIC’s delegated file for
Libya. The MaxMind IP geolocation database further puts 12 non-
contiguous IP ranges in Libya, all part of an encompassing IPv4

prefix announced by SatAS1, which provides satellite services in
the Middle East, Asia and Africa. The covering IPv4 prefix also
contained 180 IP ranges in several other countries predominantly
in the Middle East. We considered this additional AS because the
UCSD darknet generally observed a significant amount of unso-
licited traffic coming from IPs in those 12 ranges before the first
outage (about 50k packets each day). This level of background traf-
fic indicates a population of customers using PCs likely infected by
Conficker or other malware, allowing inference of network con-
ditions. Traffic from this network also provided evidence of what
happened to Libyan Internet connections based on satellite systems
not managed by the local telecom provider.

Comparing Figures 13(a) and 13(b) reveals a different behavior
that conflicts with previous reports [17]: the second outage was not
entirely caused by BGP withdrawals. The BGP shutdown began on
February 19 around 21:58.55 UTC, exactly matching the sharp de-
crease of darknet traffic from Libya (and in accordance with reports
on Libyan traffic seen by Arbor Networks [31]) but it ended approx-
imately one hour later, at 23:02.52. In contrast, the Internet out-
age as shown by the telescope data and reported by the news [17]
lasted until approximately February 20 at 6:12 UTC. This finding
suggests that a different disruption technique – a packet-blocking
strategy apparently adopted subsequently in the third outage and
recognized by the rest of the world – was already being used dur-
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Figure 13: The first two Libyan outages: (a) unsolicited traffic to UCSD
darknet coming from Libya; (b) visibility of Libyan IPv4 prefixes in BGP
data from RouteViews and RIPE NCC RIS collectors. Note that the control-
plane and data-plane observations of connectivity do not match, suggesting
that different techniques for censorship were being used during different
intervals.

Figure 12: UCSD darknet’s traffic coming from Libya. Labels A, B, C in-
dicate the three outages. Spikes labeled D1 and D2 are due to backscatter
from two denial-of-service attacks.

related to protests in the country. The web site of the Ministry
of Communications (mcit.gov.eg) was attacked with a randomly-
spoofed DoS attack just before the outage started, on January 26 at
different times: 15:47 GMT (for 16 minutes), 16:55 GMT (17 min-
utes), and 21:09 GMT (53 minutes). Analysis of the backscatter
traffic to the darknet allows estimation of the intensity of the attack
in terms of packet rate, indicating average packet rates between 20k
and 50k packets per second.

On February 2 the web site of the Egyptian Ministry of Interior
(www.moiegypt.gov.eg) was targeted by two DoS attacks just af-
ter the end of the censorship from 11:05 to 13:39 GMT and from
15:08 to 17:17 GMT. The same IP address was attacked another
time the day after, from 08:06 to 08:42 GMT. In this case the esti-
mated packet rates were smaller, around 7k packets per second.

5.2 Libya

5.2.1 Overview
Libya’s Internet infrastructure is even more prone to manipula-

tion then Egypt’s, judging from its physical structure. International
connectivity is provided by only two submarine cables, both end-
ing in Tripoli [39], and the Internet infrastructure is dominated by
a single, state owned, AS. We only found two other ASes having a
small presence in Libya, as described in Section 5.2.2.

In Libya three different outages in early 2011 were identified
and publicly documented (Figure 1). Figure 12 shows the traffic
observed by the UCSD network telescope from Libya throughout
an interval encompassing the outages. The points labeled A, B and
C indicate three different blackout episodes; points D1 and D2 refer
to two denial-of-service attacks discussed in Section 5.2.3. Toward
the right of the graph it is difficult to interpret what is really hap-
pening in Libya because of the civil war.

5.2.2 Outages in detail
The first two outages happened during two consecutive nights.

Figure 13(a) shows a more detailed view of these two outages as
observed by the UCSD telescope. Figure 13(b) shows BGP data
over the same interval: in both cases, within a few minutes, 12 out
of the 13 IPv4 prefixes associated with IP address ranges officially
delegated to Libya were withdrawn. These twelve IPv4 prefixes
were announced by LyStateAS, the local telecom operator, while
the remaining IPv4 prefix was managed by IntAS2. As of May
2011, there were no IPv6 prefixes in AfriNIC’s delegated file for
Libya. The MaxMind IP geolocation database further puts 12 non-
contiguous IP ranges in Libya, all part of an encompassing IPv4

prefix announced by SatAS1, which provides satellite services in
the Middle East, Asia and Africa. The covering IPv4 prefix also
contained 180 IP ranges in several other countries predominantly
in the Middle East. We considered this additional AS because the
UCSD darknet generally observed a significant amount of unso-
licited traffic coming from IPs in those 12 ranges before the first
outage (about 50k packets each day). This level of background traf-
fic indicates a population of customers using PCs likely infected by
Conficker or other malware, allowing inference of network con-
ditions. Traffic from this network also provided evidence of what
happened to Libyan Internet connections based on satellite systems
not managed by the local telecom provider.

Comparing Figures 13(a) and 13(b) reveals a different behavior
that conflicts with previous reports [17]: the second outage was not
entirely caused by BGP withdrawals. The BGP shutdown began on
February 19 around 21:58.55 UTC, exactly matching the sharp de-
crease of darknet traffic from Libya (and in accordance with reports
on Libyan traffic seen by Arbor Networks [31]) but it ended approx-
imately one hour later, at 23:02.52. In contrast, the Internet out-
age as shown by the telescope data and reported by the news [17]
lasted until approximately February 20 at 6:12 UTC. This finding
suggests that a different disruption technique – a packet-blocking
strategy apparently adopted subsequently in the third outage and
recognized by the rest of the world – was already being used dur-
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Figure 13: The first two Libyan outages: (a) unsolicited traffic to UCSD
darknet coming from Libya; (b) visibility of Libyan IPv4 prefixes in BGP
data from RouteViews and RIPE NCC RIS collectors. Note that the control-
plane and data-plane observations of connectivity do not match, suggesting
that different techniques for censorship were being used during different
intervals.

Figure 12: UCSD darknet’s traffic coming from Libya. Labels A, B, C in-
dicate the three outages. Spikes labeled D1 and D2 are due to backscatter
from two denial-of-service attacks.

related to protests in the country. The web site of the Ministry
of Communications (mcit.gov.eg) was attacked with a randomly-
spoofed DoS attack just before the outage started, on January 26 at
different times: 15:47 GMT (for 16 minutes), 16:55 GMT (17 min-
utes), and 21:09 GMT (53 minutes). Analysis of the backscatter
traffic to the darknet allows estimation of the intensity of the attack
in terms of packet rate, indicating average packet rates between 20k
and 50k packets per second.

On February 2 the web site of the Egyptian Ministry of Interior
(www.moiegypt.gov.eg) was targeted by two DoS attacks just af-
ter the end of the censorship from 11:05 to 13:39 GMT and from
15:08 to 17:17 GMT. The same IP address was attacked another
time the day after, from 08:06 to 08:42 GMT. In this case the esti-
mated packet rates were smaller, around 7k packets per second.

5.2 Libya

5.2.1 Overview
Libya’s Internet infrastructure is even more prone to manipula-

tion then Egypt’s, judging from its physical structure. International
connectivity is provided by only two submarine cables, both end-
ing in Tripoli [39], and the Internet infrastructure is dominated by
a single, state owned, AS. We only found two other ASes having a
small presence in Libya, as described in Section 5.2.2.

In Libya three different outages in early 2011 were identified
and publicly documented (Figure 1). Figure 12 shows the traffic
observed by the UCSD network telescope from Libya throughout
an interval encompassing the outages. The points labeled A, B and
C indicate three different blackout episodes; points D1 and D2 refer
to two denial-of-service attacks discussed in Section 5.2.3. Toward
the right of the graph it is difficult to interpret what is really hap-
pening in Libya because of the civil war.

5.2.2 Outages in detail
The first two outages happened during two consecutive nights.

Figure 13(a) shows a more detailed view of these two outages as
observed by the UCSD telescope. Figure 13(b) shows BGP data
over the same interval: in both cases, within a few minutes, 12 out
of the 13 IPv4 prefixes associated with IP address ranges officially
delegated to Libya were withdrawn. These twelve IPv4 prefixes
were announced by LyStateAS, the local telecom operator, while
the remaining IPv4 prefix was managed by IntAS2. As of May
2011, there were no IPv6 prefixes in AfriNIC’s delegated file for
Libya. The MaxMind IP geolocation database further puts 12 non-
contiguous IP ranges in Libya, all part of an encompassing IPv4

prefix announced by SatAS1, which provides satellite services in
the Middle East, Asia and Africa. The covering IPv4 prefix also
contained 180 IP ranges in several other countries predominantly
in the Middle East. We considered this additional AS because the
UCSD darknet generally observed a significant amount of unso-
licited traffic coming from IPs in those 12 ranges before the first
outage (about 50k packets each day). This level of background traf-
fic indicates a population of customers using PCs likely infected by
Conficker or other malware, allowing inference of network con-
ditions. Traffic from this network also provided evidence of what
happened to Libyan Internet connections based on satellite systems
not managed by the local telecom provider.

Comparing Figures 13(a) and 13(b) reveals a different behavior
that conflicts with previous reports [17]: the second outage was not
entirely caused by BGP withdrawals. The BGP shutdown began on
February 19 around 21:58.55 UTC, exactly matching the sharp de-
crease of darknet traffic from Libya (and in accordance with reports
on Libyan traffic seen by Arbor Networks [31]) but it ended approx-
imately one hour later, at 23:02.52. In contrast, the Internet out-
age as shown by the telescope data and reported by the news [17]
lasted until approximately February 20 at 6:12 UTC. This finding
suggests that a different disruption technique – a packet-blocking
strategy apparently adopted subsequently in the third outage and
recognized by the rest of the world – was already being used dur-
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Figure 13: The first two Libyan outages: (a) unsolicited traffic to UCSD
darknet coming from Libya; (b) visibility of Libyan IPv4 prefixes in BGP
data from RouteViews and RIPE NCC RIS collectors. Note that the control-
plane and data-plane observations of connectivity do not match, suggesting
that different techniques for censorship were being used during different
intervals.
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•CAIDA ARCHIPELAGO (ARK)
- Coordinate traceroute-based topology 
measurement probing the full routed IPv4 
address space

•RIPE ATLAS
- traceroutes/pings to fixed destinations
- user-defined measurements (a community-
oriented tool)
https://atlas.ripe.net/

http://www.caida.org/projects/ark/
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ARK
•ARK active measurements are consistent with other sources 

- limitation due to frequency of probes and because they target random addresses
- the first two Libyan outages are not visible
- we used them only to test reachability, not to analyze topology

active measurements

gins on February 19 around 21:58.55 UTC, perfectly matching the
sharp decrease of darknet traffic from Libya (and in accordance
with reports on Libyan traffic seen by Arbor Networks [28]) but
it ends approximately one hour later, at 23:02.52. In contrast, the
Internet outage as shown by the telescope data and reported by the
news [16] lasts until approximately February 20 at 6:12 UTC. This
finding suggests that a different disruption technique – a packet-
blocking strategy apparently adopted subsequently in the third out-
age and recognized by the rest of the world – was already being
used during this second outage. The firewall configuration may
have been set up during the BGP shutdown and the routes were
restored once the packet blocking was put in place.

Figure 13(b) shows that the IPv4 prefix managed by AS30981,
the satellite company, was not withdrawn, which seems reasonable
considering that this IPv4 prefix was managed by a company out-
side of Libya. But the darknet traffic from both the local telecom
and AS30981 heavily drops when the two outages occur (see Figure
14). A very small amount of traffic still reaches UCSD’s darknet
from AS30981 IPs in Libya, especially during the second outage
(Figure 14), which suggests that the government could have used
signal jamming to disrupt the satellite service for Internet connec-
tivity, as they did for satellite TV news and mobile communication
services [44, 51].
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Figure 14: UCSD darknet’s traffic coming from Libya: traffic from selected
ASes.

As for AS6762, there is not enough unsolicited traffic reaching
the darknet preceding and during the outages to usefully analyze,
likely due to lack of end users in this network. However, the only
Libyan IPv4 prefix announced by AS6762 was withdrawn twice:
(i) on the same day of the first outage but several hours before it
started (for approximately 40 minutes, from 12:38.58 to 12:41.25
UTC); (ii) approximately 10 minutes after the BGP routes of the
local telecom were withdrawn in the second outage. The matching
times in the latter case suggest a form of coordination or forcing
the common loss of BGP connectivity. It is worth noting that the
BGP disruption of the Libyan IPv4 prefix of AS6762 lasted for
about two days (from February 19 23:20.22 UTC to February 21
10:38.15 UTC), far longer than the duration of the second outage.

The third outage in Libya happened several days later. We ver-
ified, by analyzing all BGP updates collected by RouteViews and
RIPE NCC RIS, that all BGP routes stayed up without interruption.
However, Figure 16 shows that the darknet traffic sharply dropped
at March 3 16:57:00 UTC. As anticipated, the third and longest
Libyan outage was not caused by BGP disruption, but by packet
filtering, confirmed by several sources [17].

While probing in the Ark data is not frequent enough to see
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Figure 15: Fraction of Ark traceroutes to an address in Libya which termi-
nated in Libya (either destination, if reached, or the last reachable hop was
in Libya).

the first two Libyan outages, the third, and longer outage causes
a significant drop in the fraction of reachable destinations in IPv4
prefixes geolocated in Libya, as seen in Figure 15. The remaining
reachable destinations in Libya are both from wired and satellite
operated ASes, showing that bidirectional connectivity for some
hosts in both types of networks was possible during this longer out-
age, although the drop in reachable destinations suggests two-way
connectivity was available for significantly fewer hosts.
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Figure 16: UCSD darknet’s traffic coming from Libya: detail of the third
outage.

Our analysis revealed three discoveries:

• We established the potential of network telescopes to de-
tect country-wide filtering phenomena, even phenomena that
cannot be detected by monitoring BGP connectivity. The sharp
decrease in Figure 16 suggests that a simple change point
detection algorithm would automatically raise an alert in this
case, similar to how others used sharp drops in observed BGP
announcements.

• We confirmed that packet filtering techniques for censorship
were used, because we still had visibility of a few pack-
ets from a few subnets, suggesting that perhaps the regime
wanted to preserve connectivity for some sites.

• We discovered that packet filtering techniques were used also
for previous outages that were reported as BGP-only disrup-
tions. Moreover, we captured a retrospective of what hap-
pened, explaining also the short gap (February 18 from 20:24

refer to two denial of service attacks discussed in Section 5.2.3. To-
ward the right of the graph it is difficult to interpret what is really
happening in Libya because of the civil war.

5.2.2 Outages in detail
The first two outages happened during two consecutive nights.

Figure 13(a) shows a more detailed view of these two outages as
observed by the UCSD telescope. Figure 13(b) shows BGP data
over the same interval: in both cases, within a few minutes, 12 out
of the 13 IPv4 prefixes associated with IP address ranges officially
delegated to Libya were withdrawn. These twelve IPv4 prefixes
were announced by AS21003 - GPTC, the local telecom operator,
while the remaining IPv4 prefix is managed by AS6762 - Seabone-
Net Telecom Italia Sparkle. There are no IPv6 prefixes in AfriNIC’s
delegated file for Libya. The MaxMind IP geolocation database fur-
ther puts 12 non-contiguous IP ranges in Libya, all part of an en-
compassing IPv4 prefix announced by AS30981 - HSS-CGN-AS
Horizon Satellite Services Cologne Teleport, which provides satel-
lite services in the Middle East, Asia and Africa. The covering IPv4
prefix also contained 180 IP ranges in several other countries pre-
dominantly in the Middle East. We considered this additional AS
because the UCSD darknet observed a significant amount of unso-
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Figure 10: Fraction of Ark traceroutes to an address in Egypt which termi-
nated in Egypt (either destination, if reached, or the last reachable hop was
in Egypt).
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Figure 11: Reconnection of main Egyptian Autonomous Systems via BGP
at the end of outage on February 2 (based on data from RouteViews and
RIPE RIS). Each AS is plotted independently; see Figure 4 for details on
the methodology.

Figure 12: UCSD darknet’s traffic coming from Libya.

licited traffic coming from IPs in those 12 ranges in the 10 days
before the first outage (about 50k packets each day). This level of
background traffic indicates a population of customers using PCs
likely infected by Conficker or other malware, allowing inference
of network conditions. This network also provides evidence of what
happened to Libyan Internet connections based on satellite systems
not managed by the local telecom provider.

Comparing Figures 13(a) and 13(b) reveals a different behav-
ior that conflicts with previous reports [16]: the second outage is
not entirely caused by BGP withdrawals. The BGP shutdown be-
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Figure 13: The first two Libyan outages: (a) unsolicited traffic to UCSD
darknet coming from Libya; (b) visibility of Libyan IPv4 prefixes in BGP
(data from RouteViews and RIPE NCC RIS collectors).
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ARK
confirming telescope’s findings

gins on February 19 around 21:58.55 UTC, perfectly matching the
sharp decrease of darknet traffic from Libya (and in accordance
with reports on Libyan traffic seen by Arbor Networks [28]) but
it ends approximately one hour later, at 23:02.52. In contrast, the
Internet outage as shown by the telescope data and reported by the
news [16] lasts until approximately February 20 at 6:12 UTC. This
finding suggests that a different disruption technique – a packet-
blocking strategy apparently adopted subsequently in the third out-
age and recognized by the rest of the world – was already being
used during this second outage. The firewall configuration may
have been set up during the BGP shutdown and the routes were
restored once the packet blocking was put in place.

Figure 13(b) shows that the IPv4 prefix managed by AS30981,
the satellite company, was not withdrawn, which seems reasonable
considering that this IPv4 prefix was managed by a company out-
side of Libya. But the darknet traffic from both the local telecom
and AS30981 heavily drops when the two outages occur (see Figure
14). A very small amount of traffic still reaches UCSD’s darknet
from AS30981 IPs in Libya, especially during the second outage
(Figure 14), which suggests that the government could have used
signal jamming to disrupt the satellite service for Internet connec-
tivity, as they did for satellite TV news and mobile communication
services [44, 51].
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Figure 14: UCSD darknet’s traffic coming from Libya: traffic from selected
ASes.

As for AS6762, there is not enough unsolicited traffic reaching
the darknet preceding and during the outages to usefully analyze,
likely due to lack of end users in this network. However, the only
Libyan IPv4 prefix announced by AS6762 was withdrawn twice:
(i) on the same day of the first outage but several hours before it
started (for approximately 40 minutes, from 12:38.58 to 12:41.25
UTC); (ii) approximately 10 minutes after the BGP routes of the
local telecom were withdrawn in the second outage. The matching
times in the latter case suggest a form of coordination or forcing
the common loss of BGP connectivity. It is worth noting that the
BGP disruption of the Libyan IPv4 prefix of AS6762 lasted for
about two days (from February 19 23:20.22 UTC to February 21
10:38.15 UTC), far longer than the duration of the second outage.

The third outage in Libya happened several days later. We ver-
ified, by analyzing all BGP updates collected by RouteViews and
RIPE NCC RIS, that all BGP routes stayed up without interruption.
However, Figure 16 shows that the darknet traffic sharply dropped
at March 3 16:57:00 UTC. As anticipated, the third and longest
Libyan outage was not caused by BGP disruption, but by packet
filtering, confirmed by several sources [17].

While probing in the Ark data is not frequent enough to see

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●
● ● ●

●
● ●

●

●

12 14 16 18 20 22 24 26 28  2  4  6  8 10 12 14
FebFeb MarMar

1%

2%

3%

4%

5%

Ar
k 

tra
ce

ro
ut

e 
to

 L
ib

ya
 te

rm
in

at
in

g 
in

 L
ib

ya

Figure 15: Fraction of Ark traceroutes to an address in Libya which termi-
nated in Libya (either destination, if reached, or the last reachable hop was
in Libya).

the first two Libyan outages, the third, and longer outage causes
a significant drop in the fraction of reachable destinations in IPv4
prefixes geolocated in Libya, as seen in Figure 15. The remaining
reachable destinations in Libya are both from wired and satellite
operated ASes, showing that bidirectional connectivity for some
hosts in both types of networks was possible during this longer out-
age, although the drop in reachable destinations suggests two-way
connectivity was available for significantly fewer hosts.
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Figure 16: UCSD darknet’s traffic coming from Libya: detail of the third
outage.

Our analysis revealed three discoveries:

• We established the potential of network telescopes to de-
tect country-wide filtering phenomena, even phenomena that
cannot be detected by monitoring BGP connectivity. The sharp
decrease in Figure 16 suggests that a simple change point
detection algorithm would automatically raise an alert in this
case, similar to how others used sharp drops in observed BGP
announcements.

• We confirmed that packet filtering techniques for censorship
were used, because we still had visibility of a few pack-
ets from a few subnets, suggesting that perhaps the regime
wanted to preserve connectivity for some sites.

• We discovered that packet filtering techniques were used also
for previous outages that were reported as BGP-only disrup-
tions. Moreover, we captured a retrospective of what hap-
pened, explaining also the short gap (February 18 from 20:24

gins on February 19 around 21:58.55 UTC, perfectly matching the
sharp decrease of darknet traffic from Libya (and in accordance
with reports on Libyan traffic seen by Arbor Networks [28]) but
it ends approximately one hour later, at 23:02.52. In contrast, the
Internet outage as shown by the telescope data and reported by the
news [16] lasts until approximately February 20 at 6:12 UTC. This
finding suggests that a different disruption technique – a packet-
blocking strategy apparently adopted subsequently in the third out-
age and recognized by the rest of the world – was already being
used during this second outage. The firewall configuration may
have been set up during the BGP shutdown and the routes were
restored once the packet blocking was put in place.

Figure 13(b) shows that the IPv4 prefix managed by AS30981,
the satellite company, was not withdrawn, which seems reasonable
considering that this IPv4 prefix was managed by a company out-
side of Libya. But the darknet traffic from both the local telecom
and AS30981 heavily drops when the two outages occur (see Figure
14). A very small amount of traffic still reaches UCSD’s darknet
from AS30981 IPs in Libya, especially during the second outage
(Figure 14), which suggests that the government could have used
signal jamming to disrupt the satellite service for Internet connec-
tivity, as they did for satellite TV news and mobile communication
services [44, 51].
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Figure 14: UCSD darknet’s traffic coming from Libya: traffic from selected
ASes.

As for AS6762, there is not enough unsolicited traffic reaching
the darknet preceding and during the outages to usefully analyze,
likely due to lack of end users in this network. However, the only
Libyan IPv4 prefix announced by AS6762 was withdrawn twice:
(i) on the same day of the first outage but several hours before it
started (for approximately 40 minutes, from 12:38.58 to 12:41.25
UTC); (ii) approximately 10 minutes after the BGP routes of the
local telecom were withdrawn in the second outage. The matching
times in the latter case suggest a form of coordination or forcing
the common loss of BGP connectivity. It is worth noting that the
BGP disruption of the Libyan IPv4 prefix of AS6762 lasted for
about two days (from February 19 23:20.22 UTC to February 21
10:38.15 UTC), far longer than the duration of the second outage.

The third outage in Libya happened several days later. We ver-
ified, by analyzing all BGP updates collected by RouteViews and
RIPE NCC RIS, that all BGP routes stayed up without interruption.
However, Figure 16 shows that the darknet traffic sharply dropped
at March 3 16:57:00 UTC. As anticipated, the third and longest
Libyan outage was not caused by BGP disruption, but by packet
filtering, confirmed by several sources [17].

While probing in the Ark data is not frequent enough to see
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Figure 15: Fraction of Ark traceroutes to an address in Libya which termi-
nated in Libya (either destination, if reached, or the last reachable hop was
in Libya).

the first two Libyan outages, the third, and longer outage causes
a significant drop in the fraction of reachable destinations in IPv4
prefixes geolocated in Libya, as seen in Figure 15. The remaining
reachable destinations in Libya are both from wired and satellite
operated ASes, showing that bidirectional connectivity for some
hosts in both types of networks was possible during this longer out-
age, although the drop in reachable destinations suggests two-way
connectivity was available for significantly fewer hosts.
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Figure 16: UCSD darknet’s traffic coming from Libya: detail of the third
outage.

Our analysis revealed three discoveries:

• We established the potential of network telescopes to de-
tect country-wide filtering phenomena, even phenomena that
cannot be detected by monitoring BGP connectivity. The sharp
decrease in Figure 16 suggests that a simple change point
detection algorithm would automatically raise an alert in this
case, similar to how others used sharp drops in observed BGP
announcements.

• We confirmed that packet filtering techniques for censorship
were used, because we still had visibility of a few pack-
ets from a few subnets, suggesting that perhaps the regime
wanted to preserve connectivity for some sites.

• We discovered that packet filtering techniques were used also
for previous outages that were reported as BGP-only disrup-
tions. Moreover, we captured a retrospective of what hap-
pened, explaining also the short gap (February 18 from 20:24

Libya seen by ARK 

•Third Libyan outage: while BGP reachability was up, most of 
Libya was disconnected 

- ARK measurements confirmed the finding from the telescope
 1) disconnection 
 2) identification of some reachable networks

    suggesting the use of packet filtering by the censors
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SATELLITE CONNECTIVITY
probable signal jamming

Libya: Telescope traffic from national 
operator and satellite-based ISP

• Third Libyan outage
- A Libyan IPv4 prefix managed by SatAS1 was BGP-reachable
- Only a small amount of traffic from that prefix reaches the telescope during the outage

19

ing this second outage. The firewall configuration may have been
set up during the BGP shutdown and the routes were restored once
the packet blocking was put in place.

Figure 13(b) shows that the IPv4 prefix managed by SatAS1,
the satellite company, was not withdrawn, which seems reasonable
considering that this IPv4 prefix was managed by a company out-
side of Libya. But the darknet traffic from both the local telecom
and SatAS1 plummeted when the two outages occurred (see Figure
14). A tiny amount of traffic still reached UCSD’s darknet from Sa-
tAS1 IPs in Libya, especially during the second outage (Figure 14),
suggesting that the government could have used signal jamming to
disrupt the satellite service for Internet connectivity, as they did for
satellite TV news and mobile communication services [47, 54].
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Figure 14: UCSD darknet’s traffic coming from Libya: traffic from selected
ASes. The connectivity of satellite-based provider SatAS1 was probably
disrupted through deliberate jamming of the satellite signal.

As for IntAS2, there was not enough unsolicited traffic reaching
the darknet preceding and during the outages to usefully analyze,
likely due to lack of end users in this network. However, the only
Libyan IPv4 prefix announced by IntAS2 was withdrawn twice:
(i) on the same day of the first outage but several hours before it
started (for approximately 40 minutes, from 12:38.58 to 12:41.25
UTC); (ii) approximately 10 minutes after the BGP routes of the
local telecom were withdrawn in the second outage. The matching
times in the latter case suggest a form of coordination or forcing
the common loss of BGP connectivity. Figure 13(b) shows that the
BGP disruption of the Libyan IPv4 prefix of IntAS2 lasted for about
two days (from February 19 23:20.22 UTC to February 21 10:38.15
UTC), far longer than the duration of the second outage.

The third outage in Libya happened several days later. We ver-
ified, by analyzing all BGP updates collected by RouteViews and
RIPE NCC RIS, that all BGP routes stayed up without interruption.
However, Figure 16 shows that the darknet traffic sharply dropped
at March 3 16:57:00 UTC. Perhaps not surprisingly given their ear-
lier experimenting with different censorship techniques, the third
and longest Libyan outage was not caused by BGP disruption, but
by packet filtering, confirmed by other sources [18].

While probing in the Ark data was not frequent enough to see
the first two Libyan outages, the third, and longer outage caused
a significant drop in the fraction of reachable destinations in IPv4
prefixes geolocated in Libya, as seen in Figure 15. The remaining
reachable destinations in Libya were both from wired and satellite-
based ASes, showing that bidirectional connectivity for some hosts
in both types of networks was possible during this longer outage,
although the drop in reachable destinations suggests two-way con-
nectivity was available for significantly fewer hosts.
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Figure 15: Fraction of Ark traceroutes that terminated (either at the destina-
tion or the last reachable hop) in Libya.

Our analysis revealed three discoveries:

• We established the potential of network telescopes to de-
tect country-wide filtering phenomena, even phenomena that
cannot be detected by monitoring BGP connectivity. The sharp
decrease in traffic shown in Figure 16 suggests that a simple
change point detection algorithm would automatically raise
an alert in this case, similar to how others used sharp drops
in observed BGP announcements.

• We confirmed that packet filtering techniques for censorship
were used, because we still had visibility of a few pack-
ets from a few subnets, suggesting that perhaps the regime
wanted to preserve connectivity for some sites.

• We discovered that packet filtering techniques were also used
for previous outages that were reported as BGP-only disrup-
tions. Moreover, we captured a retrospective of what hap-
pened, also explaining the short gap (February 18 from 20:24
to 21:57 UTC) in traffic visible on the UCSD network tele-
scope (Figure 13(a)) a few hours before the first outage. This
short drop in traffic was also visible in data published by oth-
ers [31], but was never discussed. We verified (Figure 13(b))
that all the BGP routes were up during this gap in observed
traffic, which suggests that Libya was already testing firewall
blocking during this interval. The fact that the first two out-
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Figure 16: UCSD darknet’s traffic coming from Libya: detail of the third
outage. The small but visible amount of traffic during the third outage (com-
ing from a small number of /24 networks) is consistent with the use of se-
lective packet filtering, instead of BGP withdrawals, to effect the outage.

ing this second outage. The firewall configuration may have been
set up during the BGP shutdown and the routes were restored once
the packet blocking was put in place.

Figure 13(b) shows that the IPv4 prefix managed by SatAS1,
the satellite company, was not withdrawn, which seems reasonable
considering that this IPv4 prefix was managed by a company out-
side of Libya. But the darknet traffic from both the local telecom
and SatAS1 plummeted when the two outages occurred (see Figure
14). A tiny amount of traffic still reached UCSD’s darknet from Sa-
tAS1 IPs in Libya, especially during the second outage (Figure 14),
suggesting that the government could have used signal jamming to
disrupt the satellite service for Internet connectivity, as they did for
satellite TV news and mobile communication services [47, 54].
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Figure 14: UCSD darknet’s traffic coming from Libya: traffic from selected
ASes. The connectivity of satellite-based provider SatAS1 was probably
disrupted through deliberate jamming of the satellite signal.

As for IntAS2, there was not enough unsolicited traffic reaching
the darknet preceding and during the outages to usefully analyze,
likely due to lack of end users in this network. However, the only
Libyan IPv4 prefix announced by IntAS2 was withdrawn twice:
(i) on the same day of the first outage but several hours before it
started (for approximately 40 minutes, from 12:38.58 to 12:41.25
UTC); (ii) approximately 10 minutes after the BGP routes of the
local telecom were withdrawn in the second outage. The matching
times in the latter case suggest a form of coordination or forcing
the common loss of BGP connectivity. Figure 13(b) shows that the
BGP disruption of the Libyan IPv4 prefix of IntAS2 lasted for about
two days (from February 19 23:20.22 UTC to February 21 10:38.15
UTC), far longer than the duration of the second outage.

The third outage in Libya happened several days later. We ver-
ified, by analyzing all BGP updates collected by RouteViews and
RIPE NCC RIS, that all BGP routes stayed up without interruption.
However, Figure 16 shows that the darknet traffic sharply dropped
at March 3 16:57:00 UTC. Perhaps not surprisingly given their ear-
lier experimenting with different censorship techniques, the third
and longest Libyan outage was not caused by BGP disruption, but
by packet filtering, confirmed by other sources [18].

While probing in the Ark data was not frequent enough to see
the first two Libyan outages, the third, and longer outage caused
a significant drop in the fraction of reachable destinations in IPv4
prefixes geolocated in Libya, as seen in Figure 15. The remaining
reachable destinations in Libya were both from wired and satellite-
based ASes, showing that bidirectional connectivity for some hosts
in both types of networks was possible during this longer outage,
although the drop in reachable destinations suggests two-way con-
nectivity was available for significantly fewer hosts.
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Figure 15: Fraction of Ark traceroutes that terminated (either at the destina-
tion or the last reachable hop) in Libya.

Our analysis revealed three discoveries:

• We established the potential of network telescopes to de-
tect country-wide filtering phenomena, even phenomena that
cannot be detected by monitoring BGP connectivity. The sharp
decrease in traffic shown in Figure 16 suggests that a simple
change point detection algorithm would automatically raise
an alert in this case, similar to how others used sharp drops
in observed BGP announcements.

• We confirmed that packet filtering techniques for censorship
were used, because we still had visibility of a few pack-
ets from a few subnets, suggesting that perhaps the regime
wanted to preserve connectivity for some sites.

• We discovered that packet filtering techniques were also used
for previous outages that were reported as BGP-only disrup-
tions. Moreover, we captured a retrospective of what hap-
pened, also explaining the short gap (February 18 from 20:24
to 21:57 UTC) in traffic visible on the UCSD network tele-
scope (Figure 13(a)) a few hours before the first outage. This
short drop in traffic was also visible in data published by oth-
ers [31], but was never discussed. We verified (Figure 13(b))
that all the BGP routes were up during this gap in observed
traffic, which suggests that Libya was already testing firewall
blocking during this interval. The fact that the first two out-
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Figure 16: UCSD darknet’s traffic coming from Libya: detail of the third
outage. The small but visible amount of traffic during the third outage (com-
ing from a small number of /24 networks) is consistent with the use of se-
lective packet filtering, instead of BGP withdrawals, to effect the outage.
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THE EVENTS (2/3)

•Christchurch - NZ
- February 21st, 2011 23:51:42 UTC
- Local time 22nd, 12:51:42 PM
- Magnitude: 6.1

•Tohoku - JP
- March 11th, 2011 05:46:23 UTC
- Local time 02:46:23 PM
- Magnitude: 9.0

Earthquakes
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Christchurch - NZ Tohoku - JP
Distance (Km) Networks IP Addresses Networks IP Addresses

< 5 1 255 0 0
< 10 283 662,665 0 0
< 20 292 732,032 0 0
< 40 299 734,488 0 0
< 80 309 738,062 5 91
< 100 310 738,317 58 42,734
< 200 348 769,936 1,352 1,691,560
< 300 425 828,315 3,953 4,266,264
< 400 1,531 3,918,964 16,182 63,637,753
< 500 1,721 4,171,527 41,522 155,093,650

Table 2: Networks and IP addresses within a given distance to the epicen-
ters.

We use the MaxMind GeoLite City database [?] to calculate the
great-circle distance [?] from a given network to the epicenters of
the earthquakes. Table ?? shows the number of IP hosts geolocated
to within increasing radii of each epicenters. The two most striking
contrasts between the two earthquake epicenters are: (1) how much
further the Tohoku epicenter (which was in the Pacific ocean) was
from any significant population of IP addresses (100 km); and (2)
how many more IP addresses are within 500 km of Tohoku’s epi-
center (which includes Tokyo), consistent with the orders of mag-
nitude larger population in Japan.

In search of a metric to express the effects of the disasters on
nearby Internet infrastructure, we computed the number of distinct
source IP addresses per hour seen by the telescope over two con-
tiguous 24-hour periods before and after earthquake. We define
I�ti the number of distinct source IP addresses seen by the tele-
scope over the interval �t

i

, where �t1, ...,�t

n

are 1-hour time
slots following the event and �t�1, ...,�t�n

are those preceding
it. We then define the ratio ✓ as in Eq. ??,

✓ =

�24X

i=�1

I�ti

24X

j=1

I�tj

(1)

which provides an indicator of how many IP addresses, in the geo-
graphical area from which we observe IBR, likely lost connectivity
to the Internet following the earthquake. We consider 24-hour peri-
ods in order to capture the phenomena over a full 1-day cycle: IBR
follows diurnal patterns of human activity, being mostly generated
by (infected) users’ PCs [?].

To estimate the maximum radius ⇢

max

of impact of the earth-
quake on Internet connectivity, in Figure ?? we plot a histogram
of ✓ values calculated for network prefixes (address ranges) geolo-
cated at different distances from the epicenter of Tohoku’s earth-
quake, from 0 to 500km in bins of 1km each. Values of ✓ around
1 indicate no substantial change in the number of unique IP ad-
dresses observed in IBR before and after the event. Figure ?? shows
that there is a significant reduction in the number of IP addresses
observed before and after the earthquake, i.e., ✓ is significantly
above 1, for address ranges up to 304km from the epicenter, where
✓ = 9.3. We consider the distance from the epicenter where this
ratio drops below a threshold, as highlighted in Figure ??, to be
rough estimate of the maximum radius of impact of the earthquake
on network connectivity, ⇢

max

.
Each bin plotted may represent a different number of network

prefixes and IP addresses, and the ✓ ratio is less meaningful if too
few IP addresses are in the numerator. In order to avoid overinter-

preting such bins, we only count (plot data for) bins from which
the telescope observed at least 1 IP per hour in the 24-hour period
preceding the earthquake. Figure ?? shows that some networks look
less affected by the earthquake, which could be true or could reflect
errors in the geolocation mappings we used.
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Figure 3: Impact of Tohoku’s earthquake on network connectivity: distri-
bution of � for networks at varying distance, in bins of 1km each, across a
range of 0 to 500km. Values of � around 1 indicate no substantial change
in the amount of distinct IPs observed in IBR. Plotting the data this way
allow us to roughly estimate the maximum radius ⇥

max

of impact of the
earthquake on network connectivity (annotated in figure).

Figure ?? shows the same diagram for the Christchurch earth-
quake, where a significant value of ✓ is observable up to ⇢

max

=
20km from the epicenter (✓ = 2.4). Figures ?? and ?? map the prox-
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Figure 4: Impact of Christchurch’s earthquake on network connectivity: his-
togram of � for networks at varying distance, in bins of 1km each, across
a range of 0 to 500km. This metric suggests a maximum radius of impact
⇥
max

of 20km, annotated in the graph.

imity of the networks within the maximum distance ⇢
max

from the
epicenters for both earthquakes.

While plotting the ✓ distributions can help identify the largest
region in which network connectivity was directly affected by the
earthquake, we would also like to quantify the impact. Figure ??
plots ✓ for all the networks within a given range (from zero to the
value on the x axis), to better reflect the overall impact of the earth-
quake on the region. We call ✓

max

the largest value of ✓ observed –
together with the distance at which it is observed, ✓

max

represents
the magnitude of the impact of the earthquake on nearby infrastruc-
ture, as observed by the network telescope.

Figure ?? shows that the highest impact of Christchurch’s earth-
quake occurred within 6 kilometers of the epicenter with ✓

max

=
2.00. The second highest value of ✓, 1.434, is reached at 20km. The
Tohoku earthquake induced a ✓

max

of 3.59 at a distance of 137

We used MaxMind GeoLite City DB to compute 
distance from a given network to the epicenters

A. Dainotti, R. Amman, E. Aben, K. C. Claffy, 
“Extracting Benefit from Harm: Using Malware Pollution to 
  Analyze the Impact of Political and Geophysical Events on the Internet” 
ACM SIGCOMM Computer Communication Review, Jan 2012



A SIMPLE METRIC

-             number of distinct source IP addresses seen by the telescope over 
the interval ∆ti, 
-                     1-hour time slots following the event 
-                           1-hour time slots preceding the event

to evaluate impact and extension

21

Cooperative Association for Internet Data Analysis
University of California San Diego

w w w .caida.org

Christchurch - NZ Tohoku - JP
Distance (Km) Networks IP Addresses Networks IP Addresses

< 5 1 255 0 0
< 10 283 662,665 0 0
< 20 292 732,032 0 0
< 40 299 734,488 0 0
< 80 309 738,062 5 91
< 100 310 738,317 58 42,734
< 200 348 769,936 1,352 1,691,560
< 300 425 828,315 3,953 4,266,264
< 400 1,531 3,918,964 16,182 63,637,753
< 500 1,721 4,171,527 41,522 155,093,650

Table 2: Networks and IP addresses within a given distance to the epicen-
ters.

We use the MaxMind GeoLite City database [?] to calculate the
great-circle distance [?] from a given network to the epicenters of
the earthquakes. Table ?? shows the number of IP hosts geolocated
to within increasing radii of each epicenters. The two most striking
contrasts between the two earthquake epicenters are: (1) how much
further the Tohoku epicenter (which was in the Pacific ocean) was
from any significant population of IP addresses (100 km); and (2)
how many more IP addresses are within 500 km of Tohoku’s epi-
center (which includes Tokyo), consistent with the orders of mag-
nitude larger population in Japan.

In search of a metric to express the effects of the disasters on
nearby Internet infrastructure, we computed the number of distinct
source IP addresses per hour seen by the telescope over two con-
tiguous 24-hour periods before and after earthquake. We define
I�ti the number of distinct source IP addresses seen by the tele-
scope over the interval �t

i

, where �t1, ...,�t

n

are 1-hour time
slots following the event and �t�1, ...,�t�n

are those preceding
it. We then define the ratio ✓ as in Eq. ??,

✓ =

�24X

i=�1

I�ti

24X

j=1

I�tj

(1)

which provides an indicator of how many IP addresses, in the geo-
graphical area from which we observe IBR, likely lost connectivity
to the Internet following the earthquake. We consider 24-hour peri-
ods in order to capture the phenomena over a full 1-day cycle: IBR
follows diurnal patterns of human activity, being mostly generated
by (infected) users’ PCs [?].

To estimate the maximum radius ⇢

max

of impact of the earth-
quake on Internet connectivity, in Figure ?? we plot a histogram
of ✓ values calculated for network prefixes (address ranges) geolo-
cated at different distances from the epicenter of Tohoku’s earth-
quake, from 0 to 500km in bins of 1km each. Values of ✓ around
1 indicate no substantial change in the number of unique IP ad-
dresses observed in IBR before and after the event. Figure ?? shows
that there is a significant reduction in the number of IP addresses
observed before and after the earthquake, i.e., ✓ is significantly
above 1, for address ranges up to 304km from the epicenter, where
✓ = 9.3. We consider the distance from the epicenter where this
ratio drops below a threshold, as highlighted in Figure ??, to be
rough estimate of the maximum radius of impact of the earthquake
on network connectivity, ⇢

max

.
Each bin plotted may represent a different number of network

prefixes and IP addresses, and the ✓ ratio is less meaningful if too
few IP addresses are in the numerator. In order to avoid overinter-

preting such bins, we only count (plot data for) bins from which
the telescope observed at least 1 IP per hour in the 24-hour period
preceding the earthquake. Figure ?? shows that some networks look
less affected by the earthquake, which could be true or could reflect
errors in the geolocation mappings we used.
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Figure 3: Impact of Tohoku’s earthquake on network connectivity: distri-
bution of � for networks at varying distance, in bins of 1km each, across a
range of 0 to 500km. Values of � around 1 indicate no substantial change
in the amount of distinct IPs observed in IBR. Plotting the data this way
allow us to roughly estimate the maximum radius ⇥

max

of impact of the
earthquake on network connectivity (annotated in figure).

Figure ?? shows the same diagram for the Christchurch earth-
quake, where a significant value of ✓ is observable up to ⇢

max

=
20km from the epicenter (✓ = 2.4). Figures ?? and ?? map the prox-
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Figure 4: Impact of Christchurch’s earthquake on network connectivity: his-
togram of � for networks at varying distance, in bins of 1km each, across
a range of 0 to 500km. This metric suggests a maximum radius of impact
⇥
max

of 20km, annotated in the graph.

imity of the networks within the maximum distance ⇢
max

from the
epicenters for both earthquakes.

While plotting the ✓ distributions can help identify the largest
region in which network connectivity was directly affected by the
earthquake, we would also like to quantify the impact. Figure ??
plots ✓ for all the networks within a given range (from zero to the
value on the x axis), to better reflect the overall impact of the earth-
quake on the region. We call ✓

max

the largest value of ✓ observed –
together with the distance at which it is observed, ✓

max

represents
the magnitude of the impact of the earthquake on nearby infrastruc-
ture, as observed by the network telescope.

Figure ?? shows that the highest impact of Christchurch’s earth-
quake occurred within 6 kilometers of the epicenter with ✓

max

=
2.00. The second highest value of ✓, 1.434, is reached at 20km. The
Tohoku earthquake induced a ✓

max

of 3.59 at a distance of 137

Christchurch - NZ Tohoku - JP
Distance (Km) Networks IP Addresses Networks IP Addresses

< 5 1 255 0 0
< 10 283 662,665 0 0
< 20 292 732,032 0 0
< 40 299 734,488 0 0
< 80 309 738,062 5 91
< 100 310 738,317 58 42,734
< 200 348 769,936 1,352 1,691,560
< 300 425 828,315 3,953 4,266,264
< 400 1,531 3,918,964 16,182 63,637,753
< 500 1,721 4,171,527 41,522 155,093,650

Table 2: Networks and IP addresses within a given distance to the epicen-
ters.

We use the MaxMind GeoLite City database [?] to calculate the
great-circle distance [?] from a given network to the epicenters of
the earthquakes. Table ?? shows the number of IP hosts geolocated
to within increasing radii of each epicenters. The two most striking
contrasts between the two earthquake epicenters are: (1) how much
further the Tohoku epicenter (which was in the Pacific ocean) was
from any significant population of IP addresses (100 km); and (2)
how many more IP addresses are within 500 km of Tohoku’s epi-
center (which includes Tokyo), consistent with the orders of mag-
nitude larger population in Japan.

In search of a metric to express the effects of the disasters on
nearby Internet infrastructure, we computed the number of distinct
source IP addresses per hour seen by the telescope over two con-
tiguous 24-hour periods before and after earthquake. We define
I�ti the number of distinct source IP addresses seen by the tele-
scope over the interval �t

i

, where �t1, ...,�t

n

are 1-hour time
slots following the event and �t�1, ...,�t�n

are those preceding
it. We then define the ratio ✓ as in Eq. ??,

✓ =

�24X

i=�1

I�ti

24X

j=1

I�tj

(1)

which provides an indicator of how many IP addresses, in the geo-
graphical area from which we observe IBR, likely lost connectivity
to the Internet following the earthquake. We consider 24-hour peri-
ods in order to capture the phenomena over a full 1-day cycle: IBR
follows diurnal patterns of human activity, being mostly generated
by (infected) users’ PCs [?].

To estimate the maximum radius ⇢

max

of impact of the earth-
quake on Internet connectivity, in Figure ?? we plot a histogram
of ✓ values calculated for network prefixes (address ranges) geolo-
cated at different distances from the epicenter of Tohoku’s earth-
quake, from 0 to 500km in bins of 1km each. Values of ✓ around
1 indicate no substantial change in the number of unique IP ad-
dresses observed in IBR before and after the event. Figure ?? shows
that there is a significant reduction in the number of IP addresses
observed before and after the earthquake, i.e., ✓ is significantly
above 1, for address ranges up to 304km from the epicenter, where
✓ = 9.3. We consider the distance from the epicenter where this
ratio drops below a threshold, as highlighted in Figure ??, to be
rough estimate of the maximum radius of impact of the earthquake
on network connectivity, ⇢

max

.
Each bin plotted may represent a different number of network

prefixes and IP addresses, and the ✓ ratio is less meaningful if too
few IP addresses are in the numerator. In order to avoid overinter-

preting such bins, we only count (plot data for) bins from which
the telescope observed at least 1 IP per hour in the 24-hour period
preceding the earthquake. Figure ?? shows that some networks look
less affected by the earthquake, which could be true or could reflect
errors in the geolocation mappings we used.
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Figure 3: Impact of Tohoku’s earthquake on network connectivity: distri-
bution of � for networks at varying distance, in bins of 1km each, across a
range of 0 to 500km. Values of � around 1 indicate no substantial change
in the amount of distinct IPs observed in IBR. Plotting the data this way
allow us to roughly estimate the maximum radius ⇥

max

of impact of the
earthquake on network connectivity (annotated in figure).

Figure ?? shows the same diagram for the Christchurch earth-
quake, where a significant value of ✓ is observable up to ⇢

max

=
20km from the epicenter (✓ = 2.4). Figures ?? and ?? map the prox-
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Figure 4: Impact of Christchurch’s earthquake on network connectivity: his-
togram of � for networks at varying distance, in bins of 1km each, across
a range of 0 to 500km. This metric suggests a maximum radius of impact
⇥
max

of 20km, annotated in the graph.

imity of the networks within the maximum distance ⇢
max

from the
epicenters for both earthquakes.

While plotting the ✓ distributions can help identify the largest
region in which network connectivity was directly affected by the
earthquake, we would also like to quantify the impact. Figure ??
plots ✓ for all the networks within a given range (from zero to the
value on the x axis), to better reflect the overall impact of the earth-
quake on the region. We call ✓

max

the largest value of ✓ observed –
together with the distance at which it is observed, ✓

max

represents
the magnitude of the impact of the earthquake on nearby infrastruc-
ture, as observed by the network telescope.

Figure ?? shows that the highest impact of Christchurch’s earth-
quake occurred within 6 kilometers of the epicenter with ✓

max

=
2.00. The second highest value of ✓, 1.434, is reached at 20km. The
Tohoku earthquake induced a ✓

max

of 3.59 at a distance of 137

Christchurch - NZ Tohoku - JP
Distance (Km) Networks IP Addresses Networks IP Addresses

< 5 1 255 0 0
< 10 283 662,665 0 0
< 20 292 732,032 0 0
< 40 299 734,488 0 0
< 80 309 738,062 5 91
< 100 310 738,317 58 42,734
< 200 348 769,936 1,352 1,691,560
< 300 425 828,315 3,953 4,266,264
< 400 1,531 3,918,964 16,182 63,637,753
< 500 1,721 4,171,527 41,522 155,093,650

Table 2: Networks and IP addresses within a given distance to the epicen-
ters.

We use the MaxMind GeoLite City database [?] to calculate the
great-circle distance [?] from a given network to the epicenters of
the earthquakes. Table ?? shows the number of IP hosts geolocated
to within increasing radii of each epicenters. The two most striking
contrasts between the two earthquake epicenters are: (1) how much
further the Tohoku epicenter (which was in the Pacific ocean) was
from any significant population of IP addresses (100 km); and (2)
how many more IP addresses are within 500 km of Tohoku’s epi-
center (which includes Tokyo), consistent with the orders of mag-
nitude larger population in Japan.

In search of a metric to express the effects of the disasters on
nearby Internet infrastructure, we computed the number of distinct
source IP addresses per hour seen by the telescope over two con-
tiguous 24-hour periods before and after earthquake. We define
I�ti the number of distinct source IP addresses seen by the tele-
scope over the interval �t

i

, where �t1, ...,�t

n

are 1-hour time
slots following the event and �t�1, ...,�t�n

are those preceding
it. We then define the ratio ✓ as in Eq. ??,

✓ =

�24X

i=�1

I�ti

24X

j=1

I�tj

(1)

which provides an indicator of how many IP addresses, in the geo-
graphical area from which we observe IBR, likely lost connectivity
to the Internet following the earthquake. We consider 24-hour peri-
ods in order to capture the phenomena over a full 1-day cycle: IBR
follows diurnal patterns of human activity, being mostly generated
by (infected) users’ PCs [?].

To estimate the maximum radius ⇢

max

of impact of the earth-
quake on Internet connectivity, in Figure ?? we plot a histogram
of ✓ values calculated for network prefixes (address ranges) geolo-
cated at different distances from the epicenter of Tohoku’s earth-
quake, from 0 to 500km in bins of 1km each. Values of ✓ around
1 indicate no substantial change in the number of unique IP ad-
dresses observed in IBR before and after the event. Figure ?? shows
that there is a significant reduction in the number of IP addresses
observed before and after the earthquake, i.e., ✓ is significantly
above 1, for address ranges up to 304km from the epicenter, where
✓ = 9.3. We consider the distance from the epicenter where this
ratio drops below a threshold, as highlighted in Figure ??, to be
rough estimate of the maximum radius of impact of the earthquake
on network connectivity, ⇢

max

.
Each bin plotted may represent a different number of network

prefixes and IP addresses, and the ✓ ratio is less meaningful if too
few IP addresses are in the numerator. In order to avoid overinter-

preting such bins, we only count (plot data for) bins from which
the telescope observed at least 1 IP per hour in the 24-hour period
preceding the earthquake. Figure ?? shows that some networks look
less affected by the earthquake, which could be true or could reflect
errors in the geolocation mappings we used.
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Figure 3: Impact of Tohoku’s earthquake on network connectivity: distri-
bution of � for networks at varying distance, in bins of 1km each, across a
range of 0 to 500km. Values of � around 1 indicate no substantial change
in the amount of distinct IPs observed in IBR. Plotting the data this way
allow us to roughly estimate the maximum radius ⇥

max

of impact of the
earthquake on network connectivity (annotated in figure).

Figure ?? shows the same diagram for the Christchurch earth-
quake, where a significant value of ✓ is observable up to ⇢

max

=
20km from the epicenter (✓ = 2.4). Figures ?? and ?? map the prox-
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Figure 4: Impact of Christchurch’s earthquake on network connectivity: his-
togram of � for networks at varying distance, in bins of 1km each, across
a range of 0 to 500km. This metric suggests a maximum radius of impact
⇥
max

of 20km, annotated in the graph.

imity of the networks within the maximum distance ⇢
max

from the
epicenters for both earthquakes.

While plotting the ✓ distributions can help identify the largest
region in which network connectivity was directly affected by the
earthquake, we would also like to quantify the impact. Figure ??
plots ✓ for all the networks within a given range (from zero to the
value on the x axis), to better reflect the overall impact of the earth-
quake on the region. We call ✓

max

the largest value of ✓ observed –
together with the distance at which it is observed, ✓

max

represents
the magnitude of the impact of the earthquake on nearby infrastruc-
ture, as observed by the network telescope.

Figure ?? shows that the highest impact of Christchurch’s earth-
quake occurred within 6 kilometers of the epicenter with ✓

max

=
2.00. The second highest value of ✓, 1.434, is reached at 20km. The
Tohoku earthquake induced a ✓

max

of 3.59 at a distance of 137

Christchurch - NZ Tohoku - JP
Distance (Km) Networks IP Addresses Networks IP Addresses

< 5 1 255 0 0
< 10 283 662,665 0 0
< 20 292 732,032 0 0
< 40 299 734,488 0 0
< 80 309 738,062 5 91
< 100 310 738,317 58 42,734
< 200 348 769,936 1,352 1,691,560
< 300 425 828,315 3,953 4,266,264
< 400 1,531 3,918,964 16,182 63,637,753
< 500 1,721 4,171,527 41,522 155,093,650

Table 2: Networks and IP addresses within a given distance to the epicen-
ters.

We use the MaxMind GeoLite City database [?] to calculate the
great-circle distance [?] from a given network to the epicenters of
the earthquakes. Table ?? shows the number of IP hosts geolocated
to within increasing radii of each epicenters. The two most striking
contrasts between the two earthquake epicenters are: (1) how much
further the Tohoku epicenter (which was in the Pacific ocean) was
from any significant population of IP addresses (100 km); and (2)
how many more IP addresses are within 500 km of Tohoku’s epi-
center (which includes Tokyo), consistent with the orders of mag-
nitude larger population in Japan.

In search of a metric to express the effects of the disasters on
nearby Internet infrastructure, we computed the number of distinct
source IP addresses per hour seen by the telescope over two con-
tiguous 24-hour periods before and after earthquake. We define
I�ti the number of distinct source IP addresses seen by the tele-
scope over the interval �t

i

, where �t1, ...,�t

n

are 1-hour time
slots following the event and �t�1, ...,�t�n

are those preceding
it. We then define the ratio ✓ as in Eq. ??,

✓ =

�24X

i=�1

I�ti

24X

j=1

I�tj

(1)

which provides an indicator of how many IP addresses, in the geo-
graphical area from which we observe IBR, likely lost connectivity
to the Internet following the earthquake. We consider 24-hour peri-
ods in order to capture the phenomena over a full 1-day cycle: IBR
follows diurnal patterns of human activity, being mostly generated
by (infected) users’ PCs [?].

To estimate the maximum radius ⇢

max

of impact of the earth-
quake on Internet connectivity, in Figure ?? we plot a histogram
of ✓ values calculated for network prefixes (address ranges) geolo-
cated at different distances from the epicenter of Tohoku’s earth-
quake, from 0 to 500km in bins of 1km each. Values of ✓ around
1 indicate no substantial change in the number of unique IP ad-
dresses observed in IBR before and after the event. Figure ?? shows
that there is a significant reduction in the number of IP addresses
observed before and after the earthquake, i.e., ✓ is significantly
above 1, for address ranges up to 304km from the epicenter, where
✓ = 9.3. We consider the distance from the epicenter where this
ratio drops below a threshold, as highlighted in Figure ??, to be
rough estimate of the maximum radius of impact of the earthquake
on network connectivity, ⇢

max

.
Each bin plotted may represent a different number of network

prefixes and IP addresses, and the ✓ ratio is less meaningful if too
few IP addresses are in the numerator. In order to avoid overinter-

preting such bins, we only count (plot data for) bins from which
the telescope observed at least 1 IP per hour in the 24-hour period
preceding the earthquake. Figure ?? shows that some networks look
less affected by the earthquake, which could be true or could reflect
errors in the geolocation mappings we used.
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Figure 3: Impact of Tohoku’s earthquake on network connectivity: distri-
bution of � for networks at varying distance, in bins of 1km each, across a
range of 0 to 500km. Values of � around 1 indicate no substantial change
in the amount of distinct IPs observed in IBR. Plotting the data this way
allow us to roughly estimate the maximum radius ⇥

max

of impact of the
earthquake on network connectivity (annotated in figure).

Figure ?? shows the same diagram for the Christchurch earth-
quake, where a significant value of ✓ is observable up to ⇢

max

=
20km from the epicenter (✓ = 2.4). Figures ?? and ?? map the prox-
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Figure 4: Impact of Christchurch’s earthquake on network connectivity: his-
togram of � for networks at varying distance, in bins of 1km each, across
a range of 0 to 500km. This metric suggests a maximum radius of impact
⇥
max

of 20km, annotated in the graph.

imity of the networks within the maximum distance ⇢
max

from the
epicenters for both earthquakes.

While plotting the ✓ distributions can help identify the largest
region in which network connectivity was directly affected by the
earthquake, we would also like to quantify the impact. Figure ??
plots ✓ for all the networks within a given range (from zero to the
value on the x axis), to better reflect the overall impact of the earth-
quake on the region. We call ✓

max

the largest value of ✓ observed –
together with the distance at which it is observed, ✓

max

represents
the magnitude of the impact of the earthquake on nearby infrastruc-
ture, as observed by the network telescope.

Figure ?? shows that the highest impact of Christchurch’s earth-
quake occurred within 6 kilometers of the epicenter with ✓

max

=
2.00. The second highest value of ✓, 1.434, is reached at 20km. The
Tohoku earthquake induced a ✓

max

of 3.59 at a distance of 137
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- We compute θ for address ranges geolocated at different distances from the 
epicenter of  the earthquake (0 to 500km in bins of 1km each)
- θ around 1 indicates no substantial change in the number of unique IP 
addresses observed in IBR before and after the event. 

Christchurch

Christchurch - NZ Tohoku - JP
Distance (Km) Networks IP Addresses Networks IP Addresses

< 5 1 255 0 0
< 10 283 662,665 0 0
< 20 292 732,032 0 0
< 40 299 734,488 0 0
< 80 309 738,062 5 91
< 100 310 738,317 58 42,734
< 200 348 769,936 1,352 1,691,560
< 300 425 828,315 3,953 4,266,264
< 400 1,531 3,918,964 16,182 63,637,753
< 500 1,721 4,171,527 41,522 155,093,650

Table 2: Networks and IP addresses within a given distance to the epicen-
ters.

We use the MaxMind GeoLite City database [?] to calculate the
great-circle distance [?] from a given network to the epicenters of
the earthquakes. Table ?? shows the number of IP hosts geolocated
to within increasing radii of each epicenters. The two most striking
contrasts between the two earthquake epicenters are: (1) how much
further the Tohoku epicenter (which was in the Pacific ocean) was
from any significant population of IP addresses (100 km); and (2)
how many more IP addresses are within 500 km of Tohoku’s epi-
center (which includes Tokyo), consistent with the orders of mag-
nitude larger population in Japan.

In search of a metric to express the effects of the disasters on
nearby Internet infrastructure, we computed the number of distinct
source IP addresses per hour seen by the telescope over two con-
tiguous 24-hour periods before and after earthquake. We define
I�ti the number of distinct source IP addresses seen by the tele-
scope over the interval �t

i

, where �t1, ...,�t

n

are 1-hour time
slots following the event and �t�1, ...,�t�n

are those preceding
it. We then define the ratio ✓ as in Eq. ??,

✓ =

�24X

i=�1

I�ti

24X

j=1

I�tj

(1)

which provides an indicator of how many IP addresses, in the geo-
graphical area from which we observe IBR, likely lost connectivity
to the Internet following the earthquake. We consider 24-hour peri-
ods in order to capture the phenomena over a full 1-day cycle: IBR
follows diurnal patterns of human activity, being mostly generated
by (infected) users’ PCs [?].

To estimate the maximum radius ⇢

max

of impact of the earth-
quake on Internet connectivity, in Figure ?? we plot a histogram
of ✓ values calculated for network prefixes (address ranges) geolo-
cated at different distances from the epicenter of Tohoku’s earth-
quake, from 0 to 500km in bins of 1km each. Values of ✓ around
1 indicate no substantial change in the number of unique IP ad-
dresses observed in IBR before and after the event. Figure ?? shows
that there is a significant reduction in the number of IP addresses
observed before and after the earthquake, i.e., ✓ is significantly
above 1, for address ranges up to 304km from the epicenter, where
✓ = 9.3. We consider the distance from the epicenter where this
ratio drops below a threshold, as highlighted in Figure ??, to be
rough estimate of the maximum radius of impact of the earthquake
on network connectivity, ⇢

max

.
Each bin plotted may represent a different number of network

prefixes and IP addresses, and the ✓ ratio is less meaningful if too
few IP addresses are in the numerator. In order to avoid overinter-

preting such bins, we only count (plot data for) bins from which
the telescope observed at least 1 IP per hour in the 24-hour period
preceding the earthquake. Figure ?? shows that some networks look
less affected by the earthquake, which could be true or could reflect
errors in the geolocation mappings we used.
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Figure 3: Impact of Tohoku’s earthquake on network connectivity: distri-
bution of � for networks at varying distance, in bins of 1km each, across a
range of 0 to 500km. Values of � around 1 indicate no substantial change
in the amount of distinct IPs observed in IBR. Plotting the data this way
allow us to roughly estimate the maximum radius ⇥

max

of impact of the
earthquake on network connectivity (annotated in figure).

Figure ?? shows the same diagram for the Christchurch earth-
quake, where a significant value of ✓ is observable up to ⇢

max

=
20km from the epicenter (✓ = 2.4). Figures ?? and ?? map the prox-
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Figure 4: Impact of Christchurch’s earthquake on network connectivity: his-
togram of � for networks at varying distance, in bins of 1km each, across
a range of 0 to 500km. This metric suggests a maximum radius of impact
⇥
max

of 20km, annotated in the graph.

imity of the networks within the maximum distance ⇢
max

from the
epicenters for both earthquakes.

While plotting the ✓ distributions can help identify the largest
region in which network connectivity was directly affected by the
earthquake, we would also like to quantify the impact. Figure ??
plots ✓ for all the networks within a given range (from zero to the
value on the x axis), to better reflect the overall impact of the earth-
quake on the region. We call ✓

max

the largest value of ✓ observed –
together with the distance at which it is observed, ✓

max

represents
the magnitude of the impact of the earthquake on nearby infrastruc-
ture, as observed by the network telescope.

Figure ?? shows that the highest impact of Christchurch’s earth-
quake occurred within 6 kilometers of the epicenter with ✓

max

=
2.00. The second highest value of ✓, 1.434, is reached at 20km. The
Tohoku earthquake induced a ✓

max

of 3.59 at a distance of 137
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We call              the maximum distance at which we observe a value of θ 
significantly > 1

Christchurch - NZ Tohoku - JP
Distance (Km) Networks IP Addresses Networks IP Addresses

< 5 1 255 0 0
< 10 283 662,665 0 0
< 20 292 732,032 0 0
< 40 299 734,488 0 0
< 80 309 738,062 5 91
< 100 310 738,317 58 42,734
< 200 348 769,936 1,352 1,691,560
< 300 425 828,315 3,953 4,266,264
< 400 1,531 3,918,964 16,182 63,637,753
< 500 1,721 4,171,527 41,522 155,093,650

Table 2: Networks and IP addresses within a given distance to the epicen-
ters.

We use the MaxMind GeoLite City database [?] to calculate the
great-circle distance [?] from a given network to the epicenters of
the earthquakes. Table ?? shows the number of IP hosts geolocated
to within increasing radii of each epicenters. The two most striking
contrasts between the two earthquake epicenters are: (1) how much
further the Tohoku epicenter (which was in the Pacific ocean) was
from any significant population of IP addresses (100 km); and (2)
how many more IP addresses are within 500 km of Tohoku’s epi-
center (which includes Tokyo), consistent with the orders of mag-
nitude larger population in Japan.

In search of a metric to express the effects of the disasters on
nearby Internet infrastructure, we computed the number of distinct
source IP addresses per hour seen by the telescope over two con-
tiguous 24-hour periods before and after earthquake. We define
I�ti the number of distinct source IP addresses seen by the tele-
scope over the interval �t

i

, where �t1, ...,�t

n

are 1-hour time
slots following the event and �t�1, ...,�t�n

are those preceding
it. We then define the ratio ✓ as in Eq. ??,

✓ =

�24X

i=�1

I�ti

24X

j=1

I�tj

(1)

which provides an indicator of how many IP addresses, in the geo-
graphical area from which we observe IBR, likely lost connectivity
to the Internet following the earthquake. We consider 24-hour peri-
ods in order to capture the phenomena over a full 1-day cycle: IBR
follows diurnal patterns of human activity, being mostly generated
by (infected) users’ PCs [?].

To estimate the maximum radius ⇢

max

of impact of the earth-
quake on Internet connectivity, in Figure ?? we plot a histogram
of ✓ values calculated for network prefixes (address ranges) geolo-
cated at different distances from the epicenter of Tohoku’s earth-
quake, from 0 to 500km in bins of 1km each. Values of ✓ around
1 indicate no substantial change in the number of unique IP ad-
dresses observed in IBR before and after the event. Figure ?? shows
that there is a significant reduction in the number of IP addresses
observed before and after the earthquake, i.e., ✓ is significantly
above 1, for address ranges up to 304km from the epicenter, where
✓ = 9.3. We consider the distance from the epicenter where this
ratio drops below a threshold, as highlighted in Figure ??, to be
rough estimate of the maximum radius of impact of the earthquake
on network connectivity, ⇢

max

.
Each bin plotted may represent a different number of network

prefixes and IP addresses, and the ✓ ratio is less meaningful if too
few IP addresses are in the numerator. In order to avoid overinter-

preting such bins, we only count (plot data for) bins from which
the telescope observed at least 1 IP per hour in the 24-hour period
preceding the earthquake. Figure ?? shows that some networks look
less affected by the earthquake, which could be true or could reflect
errors in the geolocation mappings we used.
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Figure 3: Impact of Tohoku’s earthquake on network connectivity: distri-
bution of � for networks at varying distance, in bins of 1km each, across a
range of 0 to 500km. Values of � around 1 indicate no substantial change
in the amount of distinct IPs observed in IBR. Plotting the data this way
allow us to roughly estimate the maximum radius ⇥

max

of impact of the
earthquake on network connectivity (annotated in figure).

Figure ?? shows the same diagram for the Christchurch earth-
quake, where a significant value of ✓ is observable up to ⇢

max

=
20km from the epicenter (✓ = 2.4). Figures ?? and ?? map the prox-
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Figure 4: Impact of Christchurch’s earthquake on network connectivity: his-
togram of � for networks at varying distance, in bins of 1km each, across
a range of 0 to 500km. This metric suggests a maximum radius of impact
⇥
max

of 20km, annotated in the graph.

imity of the networks within the maximum distance ⇢
max

from the
epicenters for both earthquakes.

While plotting the ✓ distributions can help identify the largest
region in which network connectivity was directly affected by the
earthquake, we would also like to quantify the impact. Figure ??
plots ✓ for all the networks within a given range (from zero to the
value on the x axis), to better reflect the overall impact of the earth-
quake on the region. We call ✓

max

the largest value of ✓ observed –
together with the distance at which it is observed, ✓

max

represents
the magnitude of the impact of the earthquake on nearby infrastruc-
ture, as observed by the network telescope.

Figure ?? shows that the highest impact of Christchurch’s earth-
quake occurred within 6 kilometers of the epicenter with ✓

max

=
2.00. The second highest value of ✓, 1.434, is reached at 20km. The
Tohoku earthquake induced a ✓

max

of 3.59 at a distance of 137

Christchurch - NZ Tohoku - JP
Distance (Km) Networks IP Addresses Networks IP Addresses

< 5 1 255 0 0
< 10 283 662,665 0 0
< 20 292 732,032 0 0
< 40 299 734,488 0 0
< 80 309 738,062 5 91
< 100 310 738,317 58 42,734
< 200 348 769,936 1,352 1,691,560
< 300 425 828,315 3,953 4,266,264
< 400 1,531 3,918,964 16,182 63,637,753
< 500 1,721 4,171,527 41,522 155,093,650

Table 2: Networks and IP addresses within a given distance to the epicen-
ters.

We use the MaxMind GeoLite City database [?] to calculate the
great-circle distance [?] from a given network to the epicenters of
the earthquakes. Table ?? shows the number of IP hosts geolocated
to within increasing radii of each epicenters. The two most striking
contrasts between the two earthquake epicenters are: (1) how much
further the Tohoku epicenter (which was in the Pacific ocean) was
from any significant population of IP addresses (100 km); and (2)
how many more IP addresses are within 500 km of Tohoku’s epi-
center (which includes Tokyo), consistent with the orders of mag-
nitude larger population in Japan.

In search of a metric to express the effects of the disasters on
nearby Internet infrastructure, we computed the number of distinct
source IP addresses per hour seen by the telescope over two con-
tiguous 24-hour periods before and after earthquake. We define
I�ti the number of distinct source IP addresses seen by the tele-
scope over the interval �t

i

, where �t1, ...,�t

n

are 1-hour time
slots following the event and �t�1, ...,�t�n

are those preceding
it. We then define the ratio ✓ as in Eq. ??,

✓ =

�24X

i=�1

I�ti

24X

j=1

I�tj

(1)

which provides an indicator of how many IP addresses, in the geo-
graphical area from which we observe IBR, likely lost connectivity
to the Internet following the earthquake. We consider 24-hour peri-
ods in order to capture the phenomena over a full 1-day cycle: IBR
follows diurnal patterns of human activity, being mostly generated
by (infected) users’ PCs [?].

To estimate the maximum radius ⇢

max

of impact of the earth-
quake on Internet connectivity, in Figure ?? we plot a histogram
of ✓ values calculated for network prefixes (address ranges) geolo-
cated at different distances from the epicenter of Tohoku’s earth-
quake, from 0 to 500km in bins of 1km each. Values of ✓ around
1 indicate no substantial change in the number of unique IP ad-
dresses observed in IBR before and after the event. Figure ?? shows
that there is a significant reduction in the number of IP addresses
observed before and after the earthquake, i.e., ✓ is significantly
above 1, for address ranges up to 304km from the epicenter, where
✓ = 9.3. We consider the distance from the epicenter where this
ratio drops below a threshold, as highlighted in Figure ??, to be
rough estimate of the maximum radius of impact of the earthquake
on network connectivity, ⇢

max

.
Each bin plotted may represent a different number of network

prefixes and IP addresses, and the ✓ ratio is less meaningful if too
few IP addresses are in the numerator. In order to avoid overinter-

preting such bins, we only count (plot data for) bins from which
the telescope observed at least 1 IP per hour in the 24-hour period
preceding the earthquake. Figure ?? shows that some networks look
less affected by the earthquake, which could be true or could reflect
errors in the geolocation mappings we used.
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Figure 3: Impact of Tohoku’s earthquake on network connectivity: distri-
bution of � for networks at varying distance, in bins of 1km each, across a
range of 0 to 500km. Values of � around 1 indicate no substantial change
in the amount of distinct IPs observed in IBR. Plotting the data this way
allow us to roughly estimate the maximum radius ⇥

max

of impact of the
earthquake on network connectivity (annotated in figure).

Figure ?? shows the same diagram for the Christchurch earth-
quake, where a significant value of ✓ is observable up to ⇢

max

=
20km from the epicenter (✓ = 2.4). Figures ?? and ?? map the prox-
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Figure 4: Impact of Christchurch’s earthquake on network connectivity: his-
togram of � for networks at varying distance, in bins of 1km each, across
a range of 0 to 500km. This metric suggests a maximum radius of impact
⇥
max

of 20km, annotated in the graph.

imity of the networks within the maximum distance ⇢
max

from the
epicenters for both earthquakes.

While plotting the ✓ distributions can help identify the largest
region in which network connectivity was directly affected by the
earthquake, we would also like to quantify the impact. Figure ??
plots ✓ for all the networks within a given range (from zero to the
value on the x axis), to better reflect the overall impact of the earth-
quake on the region. We call ✓

max

the largest value of ✓ observed –
together with the distance at which it is observed, ✓

max

represents
the magnitude of the impact of the earthquake on nearby infrastruc-
ture, as observed by the network telescope.

Figure ?? shows that the highest impact of Christchurch’s earth-
quake occurred within 6 kilometers of the epicenter with ✓

max

=
2.00. The second highest value of ✓, 1.434, is reached at 20km. The
Tohoku earthquake induced a ✓

max

of 3.59 at a distance of 137

Tohoku
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(a) Christchurch (b) Tohoku

Figure 5: Networks selected within the estimated maximum radius of im-
pact of the earthquake (20km for Christchurch and 304km for Tohoku). We
based our geolocation on the publicly available MaxMind GeoLite Country
database.
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Figure 6: Measuring the impact of the earthquake on network connectivity
as seen by the telescope: value of ✓ for all networks within a given range
from the epicenter. The peak value ✓max reached by ✓ can be considered
the magnitude of the impact.

kilometers from its epicenter, consistent with the stronger magni-
tude of Tohoku’s earthquake (see Table ??) and news reports re-
garding its impact on buildings and power infrastructure. Table ??
summarizes these indicators found for both earthquakes.

Christchurch Tohoku
Magnitude (✓max) 2 at 6km 3.59 at 137km
Radius (⇢max) 20km 304km

Table 3: Indicators of earthquakes’ impact on network connectivity as ob-
served by the UCSD network telescope.

IBR traffic also reveals insight into the evolution of the earth-
quake’s impact on network connectivity. Figure ?? plots the num-
ber of distinct source IPs per hour of packets reaching the telescope
from networks within the �max = 20 km radius from the epicenter
of Christchurch’s earthquake. All times are in UTC. The time range
starts approximately one week before the earthquake and ends two
weeks after. We would not expect the IBR traffic to drop to zero,
for two reasons. First, not all networks are necessarily disabled by
the earthquake. Second, the geolocation database services we use
are not 100% accurate.

For a few days before the event, peaks are always above 140
unique IP addresses per hour (IPs/hour) on weekdays, sometimes
above 160 IPs/hour. In the 24 hours after the earthquake, the rate
drops, with a peak slightly above 100 IPs/hour. The IPs/hour rate

climbs slowly, reaching pre-event levels only after a week, which
correlates with the restoration of power in the Christchurch area [?].
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Figure 7: Rate of unique source IP addresses found in unsolicited traffic
reaching the UCSD network telescope from networks geolocated within a
⇢max = 20km range from the Christchurch earthquake epicenter. The
rate of distinct IPs per hour drops immediately after the earthquake. Peaks
before the earthquake were above 140-160 IPs/hour on weekdays (weekend
is on 19-20 February), while the first peak after the earthquake is slightly
above 100 IPs/hour. Levels remain lower for several days, consistent with
the slow restoration of power in the area.

Figure ?? plots the same graph for IBR traffic associated with the
Tohoku earthquake, within a maximum distance �max = 304 km
from the epicenter. The much steeper drop in the number of unique
IPs per hour sending IBR traffic is consistent with the Tohoku earth-
quake’s much larger magnitude than that of the Christchurch earth-
quake. In the days after the event the IBR traffic starts to pick up
again, but does not reach the levels from before the event during
the analyzed time interval, also consistent with the dramatic and
lasting impact of the Tohoku earthquake on Northern Japan.
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Figure 8: Rate of unique source IP addresses found in unsolicited traffic
reaching the UCSD network telescope from networks geolocated within
⇢max = 304km of the Tohoku earthquake epicenter. The rate of distinct
IPs per hour shows a considerable drop after the earthquake which does not
return to previous levels even after several days.

Figures ?? and ?? show that the rate of unique IP addresses per
hour observed by the telescope matches the dynamics of the earth-
quakes, reflecting their impact on network connectivity. In order to

Christchurch - NZ Tohoku - JP
Distance (Km) Networks IP Addresses Networks IP Addresses

< 5 1 255 0 0
< 10 283 662,665 0 0
< 20 292 732,032 0 0
< 40 299 734,488 0 0
< 80 309 738,062 5 91
< 100 310 738,317 58 42,734
< 200 348 769,936 1,352 1,691,560
< 300 425 828,315 3,953 4,266,264
< 400 1,531 3,918,964 16,182 63,637,753
< 500 1,721 4,171,527 41,522 155,093,650

Table 2: Networks and IP addresses within a given distance to the epicen-
ters.

We use the MaxMind GeoLite City database [?] to calculate the
great-circle distance [?] from a given network to the epicenters of
the earthquakes. Table ?? shows the number of IP hosts geolocated
to within increasing radii of each epicenters. The two most striking
contrasts between the two earthquake epicenters are: (1) how much
further the Tohoku epicenter (which was in the Pacific ocean) was
from any significant population of IP addresses (100 km); and (2)
how many more IP addresses are within 500 km of Tohoku’s epi-
center (which includes Tokyo), consistent with the orders of mag-
nitude larger population in Japan.

In search of a metric to express the effects of the disasters on
nearby Internet infrastructure, we computed the number of distinct
source IP addresses per hour seen by the telescope over two con-
tiguous 24-hour periods before and after earthquake. We define
I�ti the number of distinct source IP addresses seen by the tele-
scope over the interval �t

i

, where �t1, ...,�t

n

are 1-hour time
slots following the event and �t�1, ...,�t�n

are those preceding
it. We then define the ratio ✓ as in Eq. ??,

✓ =

�24X

i=�1

I�ti

24X

j=1

I�tj

(1)

which provides an indicator of how many IP addresses, in the geo-
graphical area from which we observe IBR, likely lost connectivity
to the Internet following the earthquake. We consider 24-hour peri-
ods in order to capture the phenomena over a full 1-day cycle: IBR
follows diurnal patterns of human activity, being mostly generated
by (infected) users’ PCs [?].

To estimate the maximum radius ⇢

max

of impact of the earth-
quake on Internet connectivity, in Figure ?? we plot a histogram
of ✓ values calculated for network prefixes (address ranges) geolo-
cated at different distances from the epicenter of Tohoku’s earth-
quake, from 0 to 500km in bins of 1km each. Values of ✓ around
1 indicate no substantial change in the number of unique IP ad-
dresses observed in IBR before and after the event. Figure ?? shows
that there is a significant reduction in the number of IP addresses
observed before and after the earthquake, i.e., ✓ is significantly
above 1, for address ranges up to 304km from the epicenter, where
✓ = 9.3. We consider the distance from the epicenter where this
ratio drops below a threshold, as highlighted in Figure ??, to be
rough estimate of the maximum radius of impact of the earthquake
on network connectivity, ⇢

max

.
Each bin plotted may represent a different number of network

prefixes and IP addresses, and the ✓ ratio is less meaningful if too
few IP addresses are in the numerator. In order to avoid overinter-

preting such bins, we only count (plot data for) bins from which
the telescope observed at least 1 IP per hour in the 24-hour period
preceding the earthquake. Figure ?? shows that some networks look
less affected by the earthquake, which could be true or could reflect
errors in the geolocation mappings we used.
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Figure 3: Impact of Tohoku’s earthquake on network connectivity: distri-
bution of � for networks at varying distance, in bins of 1km each, across a
range of 0 to 500km. Values of � around 1 indicate no substantial change
in the amount of distinct IPs observed in IBR. Plotting the data this way
allow us to roughly estimate the maximum radius ⇥

max

of impact of the
earthquake on network connectivity (annotated in figure).

Figure ?? shows the same diagram for the Christchurch earth-
quake, where a significant value of ✓ is observable up to ⇢

max

=
20km from the epicenter (✓ = 2.4). Figures ?? and ?? map the prox-
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Figure 4: Impact of Christchurch’s earthquake on network connectivity: his-
togram of � for networks at varying distance, in bins of 1km each, across
a range of 0 to 500km. This metric suggests a maximum radius of impact
⇥
max

of 20km, annotated in the graph.

imity of the networks within the maximum distance ⇢
max

from the
epicenters for both earthquakes.

While plotting the ✓ distributions can help identify the largest
region in which network connectivity was directly affected by the
earthquake, we would also like to quantify the impact. Figure ??
plots ✓ for all the networks within a given range (from zero to the
value on the x axis), to better reflect the overall impact of the earth-
quake on the region. We call ✓

max

the largest value of ✓ observed –
together with the distance at which it is observed, ✓

max

represents
the magnitude of the impact of the earthquake on nearby infrastruc-
ture, as observed by the network telescope.

Figure ?? shows that the highest impact of Christchurch’s earth-
quake occurred within 6 kilometers of the epicenter with ✓

max

=
2.00. The second highest value of ✓, 1.434, is reached at 20km. The
Tohoku earthquake induced a ✓

max

of 3.59 at a distance of 137
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(a) Christchurch (b) Tohoku

Figure 5: Networks selected within the estimated maximum radius of im-
pact of the earthquake (20km for Christchurch and 304km for Tohoku). We
based our geolocation on the publicly available MaxMind GeoLite Country
database.
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Figure 6: Measuring the impact of the earthquake on network connectivity
as seen by the telescope: value of ✓ for all networks within a given range
from the epicenter. The peak value ✓max reached by ✓ can be considered
the magnitude of the impact.

kilometers from its epicenter, consistent with the stronger magni-
tude of Tohoku’s earthquake (see Table ??) and news reports re-
garding its impact on buildings and power infrastructure. Table ??
summarizes these indicators found for both earthquakes.

Christchurch Tohoku
Magnitude (✓max) 2 at 6km 3.59 at 137km
Radius (⇢max) 20km 304km

Table 3: Indicators of earthquakes’ impact on network connectivity as ob-
served by the UCSD network telescope.

IBR traffic also reveals insight into the evolution of the earth-
quake’s impact on network connectivity. Figure ?? plots the num-
ber of distinct source IPs per hour of packets reaching the telescope
from networks within the �max = 20 km radius from the epicenter
of Christchurch’s earthquake. All times are in UTC. The time range
starts approximately one week before the earthquake and ends two
weeks after. We would not expect the IBR traffic to drop to zero,
for two reasons. First, not all networks are necessarily disabled by
the earthquake. Second, the geolocation database services we use
are not 100% accurate.

For a few days before the event, peaks are always above 140
unique IP addresses per hour (IPs/hour) on weekdays, sometimes
above 160 IPs/hour. In the 24 hours after the earthquake, the rate
drops, with a peak slightly above 100 IPs/hour. The IPs/hour rate

climbs slowly, reaching pre-event levels only after a week, which
correlates with the restoration of power in the Christchurch area [?].
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Figure 7: Rate of unique source IP addresses found in unsolicited traffic
reaching the UCSD network telescope from networks geolocated within a
⇢max = 20km range from the Christchurch earthquake epicenter. The
rate of distinct IPs per hour drops immediately after the earthquake. Peaks
before the earthquake were above 140-160 IPs/hour on weekdays (weekend
is on 19-20 February), while the first peak after the earthquake is slightly
above 100 IPs/hour. Levels remain lower for several days, consistent with
the slow restoration of power in the area.

Figure ?? plots the same graph for IBR traffic associated with the
Tohoku earthquake, within a maximum distance �max = 304 km
from the epicenter. The much steeper drop in the number of unique
IPs per hour sending IBR traffic is consistent with the Tohoku earth-
quake’s much larger magnitude than that of the Christchurch earth-
quake. In the days after the event the IBR traffic starts to pick up
again, but does not reach the levels from before the event during
the analyzed time interval, also consistent with the dramatic and
lasting impact of the Tohoku earthquake on Northern Japan.
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Figure 8: Rate of unique source IP addresses found in unsolicited traffic
reaching the UCSD network telescope from networks geolocated within
⇢max = 304km of the Tohoku earthquake epicenter. The rate of distinct
IPs per hour shows a considerable drop after the earthquake which does not
return to previous levels even after several days.

Figures ?? and ?? show that the rate of unique IP addresses per
hour observed by the telescope matches the dynamics of the earth-
quakes, reflecting their impact on network connectivity. In order to

(a) Christchurch (b) Tohoku

Figure 5: Networks selected within the estimated maximum radius of im-
pact of the earthquake (20km for Christchurch and 304km for Tohoku). We
based our geolocation on the publicly available MaxMind GeoLite Country
database.
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Figure 6: Measuring the impact of the earthquake on network connectivity
as seen by the telescope: value of ✓ for all networks within a given range
from the epicenter. The peak value ✓max reached by ✓ can be considered
the magnitude of the impact.

kilometers from its epicenter, consistent with the stronger magni-
tude of Tohoku’s earthquake (see Table ??) and news reports re-
garding its impact on buildings and power infrastructure. Table ??
summarizes these indicators found for both earthquakes.

Christchurch Tohoku
Magnitude (✓max) 2 at 6km 3.59 at 137km
Radius (⇢max) 20km 304km

Table 3: Indicators of earthquakes’ impact on network connectivity as ob-
served by the UCSD network telescope.

IBR traffic also reveals insight into the evolution of the earth-
quake’s impact on network connectivity. Figure ?? plots the num-
ber of distinct source IPs per hour of packets reaching the telescope
from networks within the �max = 20 km radius from the epicenter
of Christchurch’s earthquake. All times are in UTC. The time range
starts approximately one week before the earthquake and ends two
weeks after. We would not expect the IBR traffic to drop to zero,
for two reasons. First, not all networks are necessarily disabled by
the earthquake. Second, the geolocation database services we use
are not 100% accurate.

For a few days before the event, peaks are always above 140
unique IP addresses per hour (IPs/hour) on weekdays, sometimes
above 160 IPs/hour. In the 24 hours after the earthquake, the rate
drops, with a peak slightly above 100 IPs/hour. The IPs/hour rate

climbs slowly, reaching pre-event levels only after a week, which
correlates with the restoration of power in the Christchurch area [?].
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Figure 7: Rate of unique source IP addresses found in unsolicited traffic
reaching the UCSD network telescope from networks geolocated within a
⇢max = 20km range from the Christchurch earthquake epicenter. The
rate of distinct IPs per hour drops immediately after the earthquake. Peaks
before the earthquake were above 140-160 IPs/hour on weekdays (weekend
is on 19-20 February), while the first peak after the earthquake is slightly
above 100 IPs/hour. Levels remain lower for several days, consistent with
the slow restoration of power in the area.

Figure ?? plots the same graph for IBR traffic associated with the
Tohoku earthquake, within a maximum distance �max = 304 km
from the epicenter. The much steeper drop in the number of unique
IPs per hour sending IBR traffic is consistent with the Tohoku earth-
quake’s much larger magnitude than that of the Christchurch earth-
quake. In the days after the event the IBR traffic starts to pick up
again, but does not reach the levels from before the event during
the analyzed time interval, also consistent with the dramatic and
lasting impact of the Tohoku earthquake on Northern Japan.
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Figure 8: Rate of unique source IP addresses found in unsolicited traffic
reaching the UCSD network telescope from networks geolocated within
⇢max = 304km of the Tohoku earthquake epicenter. The rate of distinct
IPs per hour shows a considerable drop after the earthquake which does not
return to previous levels even after several days.

Figures ?? and ?? show that the rate of unique IP addresses per
hour observed by the telescope matches the dynamics of the earth-
quakes, reflecting their impact on network connectivity. In order to
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(a) Christchurch (b) Tohoku

Figure 5: Networks selected within the estimated maximum radius of im-
pact of the earthquake (20km for Christchurch and 304km for Tohoku). We
based our geolocation on the publicly available MaxMind GeoLite Country
database.
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Figure 6: Measuring the impact of the earthquake on network connectivity
as seen by the telescope: value of ✓ for all networks within a given range
from the epicenter. The peak value ✓max reached by ✓ can be considered
the magnitude of the impact.

kilometers from its epicenter, consistent with the stronger magni-
tude of Tohoku’s earthquake (see Table ??) and news reports re-
garding its impact on buildings and power infrastructure. Table ??
summarizes these indicators found for both earthquakes.

Christchurch Tohoku
Magnitude (✓max) 2 at 6km 3.59 at 137km
Radius (⇢max) 20km 304km

Table 3: Indicators of earthquakes’ impact on network connectivity as ob-
served by the UCSD network telescope.

IBR traffic also reveals insight into the evolution of the earth-
quake’s impact on network connectivity. Figure ?? plots the num-
ber of distinct source IPs per hour of packets reaching the telescope
from networks within the �max = 20 km radius from the epicenter
of Christchurch’s earthquake. All times are in UTC. The time range
starts approximately one week before the earthquake and ends two
weeks after. We would not expect the IBR traffic to drop to zero,
for two reasons. First, not all networks are necessarily disabled by
the earthquake. Second, the geolocation database services we use
are not 100% accurate.

For a few days before the event, peaks are always above 140
unique IP addresses per hour (IPs/hour) on weekdays, sometimes
above 160 IPs/hour. In the 24 hours after the earthquake, the rate
drops, with a peak slightly above 100 IPs/hour. The IPs/hour rate

climbs slowly, reaching pre-event levels only after a week, which
correlates with the restoration of power in the Christchurch area [?].
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Figure 7: Rate of unique source IP addresses found in unsolicited traffic
reaching the UCSD network telescope from networks geolocated within a
⇢max = 20km range from the Christchurch earthquake epicenter. The
rate of distinct IPs per hour drops immediately after the earthquake. Peaks
before the earthquake were above 140-160 IPs/hour on weekdays (weekend
is on 19-20 February), while the first peak after the earthquake is slightly
above 100 IPs/hour. Levels remain lower for several days, consistent with
the slow restoration of power in the area.

Figure ?? plots the same graph for IBR traffic associated with the
Tohoku earthquake, within a maximum distance �max = 304 km
from the epicenter. The much steeper drop in the number of unique
IPs per hour sending IBR traffic is consistent with the Tohoku earth-
quake’s much larger magnitude than that of the Christchurch earth-
quake. In the days after the event the IBR traffic starts to pick up
again, but does not reach the levels from before the event during
the analyzed time interval, also consistent with the dramatic and
lasting impact of the Tohoku earthquake on Northern Japan.
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Figure 8: Rate of unique source IP addresses found in unsolicited traffic
reaching the UCSD network telescope from networks geolocated within
⇢max = 304km of the Tohoku earthquake epicenter. The rate of distinct
IPs per hour shows a considerable drop after the earthquake which does not
return to previous levels even after several days.

Figures ?? and ?? show that the rate of unique IP addresses per
hour observed by the telescope matches the dynamics of the earth-
quakes, reflecting their impact on network connectivity. In order to

(a) Christchurch (b) Tohoku

Figure 5: Networks selected within the estimated maximum radius of im-
pact of the earthquake (20km for Christchurch and 304km for Tohoku). We
based our geolocation on the publicly available MaxMind GeoLite Country
database.
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Figure 6: Measuring the impact of the earthquake on network connectivity
as seen by the telescope: value of ✓ for all networks within a given range
from the epicenter. The peak value ✓max reached by ✓ can be considered
the magnitude of the impact.

kilometers from its epicenter, consistent with the stronger magni-
tude of Tohoku’s earthquake (see Table ??) and news reports re-
garding its impact on buildings and power infrastructure. Table ??
summarizes these indicators found for both earthquakes.

Christchurch Tohoku
Magnitude (✓max) 2 at 6km 3.59 at 137km
Radius (⇢max) 20km 304km

Table 3: Indicators of earthquakes’ impact on network connectivity as ob-
served by the UCSD network telescope.

IBR traffic also reveals insight into the evolution of the earth-
quake’s impact on network connectivity. Figure ?? plots the num-
ber of distinct source IPs per hour of packets reaching the telescope
from networks within the �max = 20 km radius from the epicenter
of Christchurch’s earthquake. All times are in UTC. The time range
starts approximately one week before the earthquake and ends two
weeks after. We would not expect the IBR traffic to drop to zero,
for two reasons. First, not all networks are necessarily disabled by
the earthquake. Second, the geolocation database services we use
are not 100% accurate.

For a few days before the event, peaks are always above 140
unique IP addresses per hour (IPs/hour) on weekdays, sometimes
above 160 IPs/hour. In the 24 hours after the earthquake, the rate
drops, with a peak slightly above 100 IPs/hour. The IPs/hour rate

climbs slowly, reaching pre-event levels only after a week, which
correlates with the restoration of power in the Christchurch area [?].
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Figure 7: Rate of unique source IP addresses found in unsolicited traffic
reaching the UCSD network telescope from networks geolocated within a
⇢max = 20km range from the Christchurch earthquake epicenter. The
rate of distinct IPs per hour drops immediately after the earthquake. Peaks
before the earthquake were above 140-160 IPs/hour on weekdays (weekend
is on 19-20 February), while the first peak after the earthquake is slightly
above 100 IPs/hour. Levels remain lower for several days, consistent with
the slow restoration of power in the area.

Figure ?? plots the same graph for IBR traffic associated with the
Tohoku earthquake, within a maximum distance �max = 304 km
from the epicenter. The much steeper drop in the number of unique
IPs per hour sending IBR traffic is consistent with the Tohoku earth-
quake’s much larger magnitude than that of the Christchurch earth-
quake. In the days after the event the IBR traffic starts to pick up
again, but does not reach the levels from before the event during
the analyzed time interval, also consistent with the dramatic and
lasting impact of the Tohoku earthquake on Northern Japan.
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Figure 8: Rate of unique source IP addresses found in unsolicited traffic
reaching the UCSD network telescope from networks geolocated within
⇢max = 304km of the Tohoku earthquake epicenter. The rate of distinct
IPs per hour shows a considerable drop after the earthquake which does not
return to previous levels even after several days.

Figures ?? and ?? show that the rate of unique IP addresses per
hour observed by the telescope matches the dynamics of the earth-
quakes, reflecting their impact on network connectivity. In order to

Christchurch Tohoku
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EVALUATING Θ  

•2 months period of observation
•θ normally stays within [0.7 - 1.3]

variations over a long time period
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further confirm that the variations in rate of unique IP addresses
are anomalous compared to IBR behavior typically observed by
the telescope, we plot � over a longer time frame (two months)
surrounding the earthquake using two sliding 24-hour windows be-
fore and after each point plotted. Figure ?? plots a two-month pe-
riod of � values for networks within a ⇥max = 20 km range
of the Christchurch earthquake’s epicenter. Normally, values of �
stay within an envelope [0.7 , 1.3], but the value of � breaks out
above the 1.3 upper bound exactly when the earthquake hits. An-
other lower spike shortly after the earthquake may have been due
to blackouts caused by attempts to restore electricity. The corre-
sponding drop is also visible, although less obvious, in Figure ??.
The coincidence of the spike in � with the earthquake suggests the
utility of � as a meaningful indicator of disruption to network in-
frastructure.
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Figure 9: Ratio of number of unique IP addresses reaching the UCSD dark-
net in two successive 24-hour periods (before vs after the given data point)
from networks within a ⇥max = 20 km range from the Christchurch
earthquake’s epicenter. We plot this � value over this two-month period,
using two sliding 24-hour windows before and after each point plotted. The
anomalous breakout above the 1.3 upper bound of � coincides with the
earthquake strike, and represents a large (about 30%) drop in the number
of IP addresses reaching the UCSD darknet. The corresponding drop is also
visible, although less obvious, in Figure ??.

Figure ?? shows the same diagram for Tohoku using its ⇥max =
304 km: there is a similar jump far above a � ratio of 1.3 ex-
actly when the earthquake strikes. Although one could select an
upper bound for � that is lower than 1.3 for the Tohoku earth-
quake, since its normal operating range of � is narrower than for
the Christchurch earthquake, the most important point is that the
data represent further evidence that � serves as a useful metric for
assessing disruption to network infrastructure.

5. DISCUSSION AND CONCLUSIONS
Ironically, the insidious pervasive reach of malware and miscon-

figuration on the Internet enables detection and analysis of macro-
scopic changes in Internet behavior through the observation of In-
ternet background radiation (IBR), or unsolicited one-way data plane
traffic on the Internet. This traffic has grown to such significant con-
tinuous levels that instrumentation capturing a large enough aggre-
gate of such traffic can serve as a lens to illuminate different types
of macroscopic events and their impact on communications capa-
bilities. For technical as well as political and economic reasons,
such traffic is most easily observable using a large number of routed
but unassigned IPv4 addresses, i.e., a darknet, where there is no
need to filter out legitimate bidirectional traffic. By geolocating the
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Figure 10: Ratio of number of IP addresses reaching the UCSD darknet in
two successive 24-hour periods (before vs after the given data point) from
networks within a ⇥max = 304 km range from the Tohoku earthquake’s
epicenter. Although we use a different distance threshold than for the �
values in the Christchurch plot in Figure ??, there is a similar breakout
above a � ratio of 1.3 exactly when the earthquake strikes.

source IP addresses of traffic destined to the darknet addresses, we
can identify when sizeable geographic regions appear to have lost
connectivity. Country-level disruptions appear particularly promi-
nently in the data analysis since geolocating IP addresses to coun-
tries is more accurate than finer-grained geolocation, e.g, to cities.
The ubiquitous presence of this pollution in the data plane also al-
lows us to infer events, such as packet-filtering-based censorship,
not observable in other types of data, e.g., BGP. We used four case
studies from 2011 to test our approach: two episodes of broad-scale
country-level politically motivated censorship, and two high mag-
nitude earthquakes.

Our preliminary approach has several limitations. First, the re-
liability of IBR as a data source is influenced by unpredictable
events and decisions. Law enforcement or other forces might dis-
able a specific botnet, along with whatever fraction of IBR it was
generating. Levels of backscatter and IBR traffic would also be re-
duced by ISPs deciding to filter packets with spoofed source IP
addresses, or traffic considered malicious to its customers or net-
work. Vendor software patches and other software or hardware up-
grades can close vulnerabilites to infections, reducing the number
of IP addresses emitting IBR or otherwise changing its characeris-
tics. Since major natural disasters might damage PCs to the point of
requiring replacements, presumably with new operating systems, a
longer term reduction in IBR after an event in a specific area might
correlate with the number of PCs disabled by the event. In fact,
there is no guarantee that a network sends IBR at all, although the
correlation of IBR with sources of human error and mischief, the
difficulty of eradicating it, and its persistence over decades are all
factors that lend credibility to approaches that take advantage of its
omnipresence to infer network conditions.

Second, geolocation of the IP addresses sending traffic to the
darknet is critical to the inferences, and the accuracy of geoloca-
tion databases is necessarily limited, especially at granularity finer
than country boundaries. MaxMind states that their GeoLite City
database [?] has an accuracy of 62% on a city level (IP addresses
not covered are excluded) for New Zealand and 69% for Japan.
CAIDA recently performed a comparison of available geolocation
tools and services [?], confirming the existence of considerable dis-
parities across services, that MaxMind’s accuracy is comparable or
better than most other commercial services, and the fact that regard-

further confirm that the variations in rate of unique IP addresses
are anomalous compared to IBR behavior typically observed by
the telescope, we plot � over a longer time frame (two months)
surrounding the earthquake using two sliding 24-hour windows be-
fore and after each point plotted. Figure ?? plots a two-month pe-
riod of � values for networks within a ⇥max = 20 km range
of the Christchurch earthquake’s epicenter. Normally, values of �
stay within an envelope [0.7 , 1.3], but the value of � breaks out
above the 1.3 upper bound exactly when the earthquake hits. An-
other lower spike shortly after the earthquake may have been due
to blackouts caused by attempts to restore electricity. The corre-
sponding drop is also visible, although less obvious, in Figure ??.
The coincidence of the spike in � with the earthquake suggests the
utility of � as a meaningful indicator of disruption to network in-
frastructure.
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Figure 9: Ratio of number of unique IP addresses reaching the UCSD dark-
net in two successive 24-hour periods (before vs after the given data point)
from networks within a ⇥max = 20 km range from the Christchurch
earthquake’s epicenter. We plot this � value over this two-month period,
using two sliding 24-hour windows before and after each point plotted. The
anomalous breakout above the 1.3 upper bound of � coincides with the
earthquake strike, and represents a large (about 30%) drop in the number
of IP addresses reaching the UCSD darknet. The corresponding drop is also
visible, although less obvious, in Figure ??.

Figure ?? shows the same diagram for Tohoku using its ⇥max =
304 km: there is a similar jump far above a � ratio of 1.3 ex-
actly when the earthquake strikes. Although one could select an
upper bound for � that is lower than 1.3 for the Tohoku earth-
quake, since its normal operating range of � is narrower than for
the Christchurch earthquake, the most important point is that the
data represent further evidence that � serves as a useful metric for
assessing disruption to network infrastructure.

5. DISCUSSION AND CONCLUSIONS
Ironically, the insidious pervasive reach of malware and miscon-

figuration on the Internet enables detection and analysis of macro-
scopic changes in Internet behavior through the observation of In-
ternet background radiation (IBR), or unsolicited one-way data plane
traffic on the Internet. This traffic has grown to such significant con-
tinuous levels that instrumentation capturing a large enough aggre-
gate of such traffic can serve as a lens to illuminate different types
of macroscopic events and their impact on communications capa-
bilities. For technical as well as political and economic reasons,
such traffic is most easily observable using a large number of routed
but unassigned IPv4 addresses, i.e., a darknet, where there is no
need to filter out legitimate bidirectional traffic. By geolocating the
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Figure 10: Ratio of number of IP addresses reaching the UCSD darknet in
two successive 24-hour periods (before vs after the given data point) from
networks within a ⇥max = 304 km range from the Tohoku earthquake’s
epicenter. Although we use a different distance threshold than for the �
values in the Christchurch plot in Figure ??, there is a similar breakout
above a � ratio of 1.3 exactly when the earthquake strikes.

source IP addresses of traffic destined to the darknet addresses, we
can identify when sizeable geographic regions appear to have lost
connectivity. Country-level disruptions appear particularly promi-
nently in the data analysis since geolocating IP addresses to coun-
tries is more accurate than finer-grained geolocation, e.g, to cities.
The ubiquitous presence of this pollution in the data plane also al-
lows us to infer events, such as packet-filtering-based censorship,
not observable in other types of data, e.g., BGP. We used four case
studies from 2011 to test our approach: two episodes of broad-scale
country-level politically motivated censorship, and two high mag-
nitude earthquakes.

Our preliminary approach has several limitations. First, the re-
liability of IBR as a data source is influenced by unpredictable
events and decisions. Law enforcement or other forces might dis-
able a specific botnet, along with whatever fraction of IBR it was
generating. Levels of backscatter and IBR traffic would also be re-
duced by ISPs deciding to filter packets with spoofed source IP
addresses, or traffic considered malicious to its customers or net-
work. Vendor software patches and other software or hardware up-
grades can close vulnerabilites to infections, reducing the number
of IP addresses emitting IBR or otherwise changing its characeris-
tics. Since major natural disasters might damage PCs to the point of
requiring replacements, presumably with new operating systems, a
longer term reduction in IBR after an event in a specific area might
correlate with the number of PCs disabled by the event. In fact,
there is no guarantee that a network sends IBR at all, although the
correlation of IBR with sources of human error and mischief, the
difficulty of eradicating it, and its persistence over decades are all
factors that lend credibility to approaches that take advantage of its
omnipresence to infer network conditions.

Second, geolocation of the IP addresses sending traffic to the
darknet is critical to the inferences, and the accuracy of geoloca-
tion databases is necessarily limited, especially at granularity finer
than country boundaries. MaxMind states that their GeoLite City
database [?] has an accuracy of 62% on a city level (IP addresses
not covered are excluded) for New Zealand and 69% for Japan.
CAIDA recently performed a comparison of available geolocation
tools and services [?], confirming the existence of considerable dis-
parities across services, that MaxMind’s accuracy is comparable or
better than most other commercial services, and the fact that regard-

Christchurch Tohoku

http://tie.comics.unina.it
http://tie.comics.unina.it


THE EVENTS (3/3)

•Atlantic, Caribbean, US 
east coast

- October 22nd - 31st. 2012

Hurricane Sandy
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SANDY: IS IT DIFFERENT?
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(compared to our previous case studies)
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•Movement over a large area
- with no fixed epicenter like an earthquake has

•High level of Internet penetration in the affected region, 
including major hubs for international Internet connectivity

•Disruption was limited to only a subset of networks/hubs in 
the affected region, making it harder to identify geographic areas 
of massive impact

•For the 1st time we tried to measure in realtime



IBR: SANDY IN NYC 
Reusing the same metric based on 

ratio of distinct source IPs
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IBR: NY, HOME VS BUSINESS
Different impact on home vs 

business users*
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Home Business
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...
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Sandy Landfall

100%



ATLAS: PATH CHANGES
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Looking at two major hubs
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•New York City (NYC) is a major Internet connectivity hub
•Ashburn/Washington DC (ASH) is the other for US-Europe 
traffic



ATLAS: PATH CHANGES
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dst: ns.ripe.net / AS3333 / NL
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ATLAS: NYC PATH CHANGES
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dst: ns.ripe.net / AS3333 / NL
pre: 22:00 UTC vs. post: 09:00 UTC
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Destination

Path moved away from NYC

Path kept going through NYC

Path started going through NYC



ATLAS: LATENCY
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RTT US -> AS3333/NL (+20 ms)
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