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THE INTERDOMAIN INTERNET

• The Internet consists of 
~45000 independently 
operated and managed 
networks (ASes)	



• Broadly two types of 
relationships between 
networks: customer-provider 
or (settlement-free) peering	



• Settlement-free peering 
based loosely on a notion of 
balance of trade
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BACKGROUND
• Historically, peering disputes were between large transit 

provider networks and were motivated by unbalanced 
traffic	



• One network would de-peer the other to encourage a 
resolution	



• Numerous examples: BBN vs. Exodus Communications 
(1998), PSINet vs. Cable and Wireless (2001), AOL vs. 
Cogent (2002), France Telecom vs. Cogent (2005), 
Level3 vs. Cogent (2005), Sprint vs. Cogent (2008), 
Level3 vs. Comcast (2010), France Telecom and Free vs. 
Google (2012)
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MORE RECENTLY..

• Peering disputes appear to manifest as performance 
degradation of high-bandwidth applications (particularly 
video) as seen from large broadband access providers	



• When videos buffer, people get angry..
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BACKGROUND
• Modern peering disputes among access, content, and 

transit providers manifest as congested links	



• Some content is carried over inadequate links between 
access and transit networks	



• Congestion on transit links affects everybody, not 
just parties to the peering dispute: End-users complain, 
and this usually makes it to the news	



• But data about the location of congested links is 
sparse and anecdotal
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INTERDOMAIN CONGESTION
• This research project aims to characterize the extent of 

interdomain congestion	



• Our goals (1) Methods to detect and localize 
congestion, (2) Map of interdomain links and their 
congestion state, (3) Data to improve transparency, 
empirical grounding of debate 

• Trying to infer which network actors are responsible, or 
the incentives for their behavior is not our focus	



• This is early work: we are still developing the method, 
and seeking feedback/validation
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MEASURING LINK CONGESTION
• When links become congested, queues fill up	



• As queues fill, network delay and loss rate increases	



• Delay increase is related to queue size of congested 
router
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METHOD: TIME SERIES PING
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METHOD: TIME SERIES PING
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Diurnal trend in RTT to far end 
No trend in RTT to near end
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November 2013: more congestion on 
weekend than weekdays.  Monday 11th 

was Veterans Day
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CHALLENGE: REVERSE PATH
• Difficult to know that the response from far router 

returns over targeted link
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CHALLENGE: PARALLEL LINKS

• Some interdomain connections consist of many parallel 
links
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BR #A BR #B

IP-level links seen: A-B1, A-B2, A-B3, A-Bn

• Should we probe all parallel links? If all links are 
equally loaded, then we could probe only one 
representative link
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CHALLENGE: WHICH IS THE 
INTERDOMAIN LINK?

• Inter-AS link is between routers R1 and R2	



• If A1, A5, B3 seen in traceroute, we would infer interdomain 
link between R2 and R3. Inference depends on how the 
interfaces are numbered and the direction of our trace	



• Possible approach: Reverse DNS, or probe all 3 IPs
!20
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OTHER CHALLENGES

• Interdomain interconnections come and go; need to 
adapt to routed paths that change over time	



• Not trivial to determine direction of congestion	



• ICMP responses may queue differently from other traffic	



• Large number of links, huge volume of data. Need 
methods to find patterns in time-series ping traces
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SYSTEM DESIGN
• CAIDA Ark boxes at interesting network locations 

continuously probe the entire routed space to find 
interconnection links	



• Time-series ping for each discovered interdomain link: 
optimize probing to minimize number of packets sent 
and still get RTTs from near and far end of each link	



• Adaptive probing: continuously update the set of links to 
probe based on current routing state	



• Find “interesting” links: Level-shift detection and 
frequency-domain analysis to find diurnal trends	
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EXAMPLES

• Link between large 
access network and 
transit network 
serving popular 
streaming video 
service shows 
persistent 
congestion
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EXAMPLES
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• Many users of a 
certain access ISP have 
complained of poor 
performance for a 
popular video-sharing 
website	



• The ISP’s peering link 
with that content 
provider shows signs 
of congestion
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UNCONGESTED LINKS
• Equally important is to 

find links that are 
NOT congested	



• Most links we have 
measured so far do 
not appear congested 	



• Example: Yahoo! 
peering with Cox 
Communications
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HISTORICAL TRENDS
• The time-series ping method is equivalent to running 

frequent traceroutes towards a destination behind the 
target link	



• At CAIDA we do a lot of traceroutes: A set of ~70 Ark 
monitors continuously probe all /24 prefixes in the IPv4 
Internet	



• We have historical reverse DNS lookups and alias 
resolution runs	



• Can we find congestion signals in historical data we have 
collected?
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HISTORICAL TRENDS
• Some high-profile interdomain links are seen (somewhat) 

consistently and sampled at a high frequency	



• Example: From an Ark box at a large access provider (AP), 
we were able to sample links between the AP and 3 transit 
providers (TPs) serving a popular video streaming service
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AP  - TP A
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CONGESTION TRENDS
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SUMMARY
• Our end goal: a lightweight and easily deployed method 

to find link congestion patterns	



• Still very early work, need feedback:	



• validation of congestion signal from network operators	



• what data should we be collecting and keeping?	



• Improvements to the method	



• We can use more vantage points at residential locations.  
Please let me know if you can host an Ark monitor
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THANK YOU!	


Questions?
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