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BEFORE IODA
methodologies used for post-event manual analysis
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•Country-level Internet Blackouts 
 during the Arab Spring 

•Natural disasters affecting 
the infrastructure

Egypt, Jan 2011 
Government orders 
to shut down the 
Internet  

Japan, Mar 2011 
Earthquake of 
Magnitude 9.0 

(a) Christchurch (b) Tohoku

Figure 5: Networks selected within the estimated maximum radius of im-
pact of the earthquake (20km for Christchurch and 304km for Tohoku). We
based our geolocation on the publicly available MaxMind GeoLite Country
database.
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Figure 6: Measuring the impact of the earthquake on network connectivity
as seen by the telescope: value of ✓ for all networks within a given range
from the epicenter. The peak value ✓max reached by ✓ can be considered
the magnitude of the impact.

kilometers from its epicenter, consistent with the stronger magni-
tude of Tohoku’s earthquake (see Table ??) and news reports re-
garding its impact on buildings and power infrastructure. Table ??
summarizes these indicators found for both earthquakes.

Christchurch Tohoku
Magnitude (✓max) 2 at 6km 3.59 at 137km
Radius (⇢max) 20km 304km

Table 3: Indicators of earthquakes’ impact on network connectivity as ob-
served by the UCSD network telescope.

IBR traffic also reveals insight into the evolution of the earth-
quake’s impact on network connectivity. Figure ?? plots the num-
ber of distinct source IPs per hour of packets reaching the telescope
from networks within the �max = 20 km radius from the epicenter
of Christchurch’s earthquake. All times are in UTC. The time range
starts approximately one week before the earthquake and ends two
weeks after. We would not expect the IBR traffic to drop to zero,
for two reasons. First, not all networks are necessarily disabled by
the earthquake. Second, the geolocation database services we use
are not 100% accurate.

For a few days before the event, peaks are always above 140
unique IP addresses per hour (IPs/hour) on weekdays, sometimes
above 160 IPs/hour. In the 24 hours after the earthquake, the rate
drops, with a peak slightly above 100 IPs/hour. The IPs/hour rate

climbs slowly, reaching pre-event levels only after a week, which
correlates with the restoration of power in the Christchurch area [?].
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Figure 7: Rate of unique source IP addresses found in unsolicited traffic
reaching the UCSD network telescope from networks geolocated within a
⇢max = 20km range from the Christchurch earthquake epicenter. The
rate of distinct IPs per hour drops immediately after the earthquake. Peaks
before the earthquake were above 140-160 IPs/hour on weekdays (weekend
is on 19-20 February), while the first peak after the earthquake is slightly
above 100 IPs/hour. Levels remain lower for several days, consistent with
the slow restoration of power in the area.

Figure ?? plots the same graph for IBR traffic associated with the
Tohoku earthquake, within a maximum distance �max = 304 km
from the epicenter. The much steeper drop in the number of unique
IPs per hour sending IBR traffic is consistent with the Tohoku earth-
quake’s much larger magnitude than that of the Christchurch earth-
quake. In the days after the event the IBR traffic starts to pick up
again, but does not reach the levels from before the event during
the analyzed time interval, also consistent with the dramatic and
lasting impact of the Tohoku earthquake on Northern Japan.
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Figure 8: Rate of unique source IP addresses found in unsolicited traffic
reaching the UCSD network telescope from networks geolocated within
⇢max = 304km of the Tohoku earthquake epicenter. The rate of distinct
IPs per hour shows a considerable drop after the earthquake which does not
return to previous levels even after several days.

Figures ?? and ?? show that the rate of unique IP addresses per
hour observed by the telescope matches the dynamics of the earth-
quakes, reflecting their impact on network connectivity. In order to
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OUR METHODOLOGY
combining various types of measurements 
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•multiple types of sources for inference
- Routing Plane [BGP]
- Data Plane

- Active probing 
- Passive traffic analysis [IBR]

•meta-data to extract liveness signals for various aggregations 
(e.g., countries, ASNs)
•visualize and compare signals

BGP

ACTIVE 
PROBING

...

IBR



IBR

•Use Internet Background Radiation (IBR), mostly generated by  
malware-infected hosts as a “signal”

“Extracting benefit from harm..”
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Infected Host 
Randomly Scanning 
the Internet 

UCSD Network Telescope 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TELESCOPE + BGP
Complementarity

•Contrasting telescope traffic with 
BGP measurements revealed a mix 
of blocking techniques that was 
not publicized by others
•The second Libyan outage involved 
overlapping of BGP withdrawals 
and packet filtering

Libya

refer to two denial of service attacks discussed in Section 5.2.3. To-
ward the right of the graph it is difficult to interpret what is really
happening in Libya because of the civil war.

5.2.2 Outages in detail
The first two outages happened during two consecutive nights.

Figure 13(a) shows a more detailed view of these two outages as
observed by the UCSD telescope. Figure 13(b) shows BGP data
over the same interval: in both cases, within a few minutes, 12 out
of the 13 IPv4 prefixes associated with IP address ranges officially
delegated to Libya were withdrawn. These twelve IPv4 prefixes
were announced by AS21003 - GPTC, the local telecom operator,
while the remaining IPv4 prefix is managed by AS6762 - Seabone-
Net Telecom Italia Sparkle. There are no IPv6 prefixes in AfriNIC’s
delegated file for Libya. The MaxMind IP geolocation database fur-
ther puts 12 non-contiguous IP ranges in Libya, all part of an en-
compassing IPv4 prefix announced by AS30981 - HSS-CGN-AS
Horizon Satellite Services Cologne Teleport, which provides satel-
lite services in the Middle East, Asia and Africa. The covering IPv4
prefix also contained 180 IP ranges in several other countries pre-
dominantly in the Middle East. We considered this additional AS
because the UCSD darknet observed a significant amount of unso-
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Figure 10: Fraction of Ark traceroutes to an address in Egypt which termi-
nated in Egypt (either destination, if reached, or the last reachable hop was
in Egypt).
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Figure 11: Reconnection of main Egyptian Autonomous Systems via BGP
at the end of outage on February 2 (based on data from RouteViews and
RIPE RIS). Each AS is plotted independently; see Figure 4 for details on
the methodology.

Figure 12: UCSD darknet’s traffic coming from Libya.

licited traffic coming from IPs in those 12 ranges in the 10 days
before the first outage (about 50k packets each day). This level of
background traffic indicates a population of customers using PCs
likely infected by Conficker or other malware, allowing inference
of network conditions. This network also provides evidence of what
happened to Libyan Internet connections based on satellite systems
not managed by the local telecom provider.

Comparing Figures 13(a) and 13(b) reveals a different behav-
ior that conflicts with previous reports [16]: the second outage is
not entirely caused by BGP withdrawals. The BGP shutdown be-
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Figure 13: The first two Libyan outages: (a) unsolicited traffic to UCSD
darknet coming from Libya; (b) visibility of Libyan IPv4 prefixes in BGP
(data from RouteViews and RIPE NCC RIS collectors).
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over the same interval: in both cases, within a few minutes, 12 out
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licited traffic coming from IPs in those 12 ranges in the 10 days
before the first outage (about 50k packets each day). This level of
background traffic indicates a population of customers using PCs
likely infected by Conficker or other malware, allowing inference
of network conditions. This network also provides evidence of what
happened to Libyan Internet connections based on satellite systems
not managed by the local telecom provider.
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Figure 13: The first two Libyan outages: (a) unsolicited traffic to UCSD
darknet coming from Libya; (b) visibility of Libyan IPv4 prefixes in BGP
(data from RouteViews and RIPE NCC RIS collectors).
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Figure 12: UCSD darknet’s traffic coming from Libya. Labels A, B, C in-
dicate the three outages. Spikes labeled D1 and D2 are due to backscatter
from two denial-of-service attacks.

related to protests in the country. The web site of the Ministry
of Communications (mcit.gov.eg) was attacked with a randomly-
spoofed DoS attack just before the outage started, on January 26 at
different times: 15:47 GMT (for 16 minutes), 16:55 GMT (17 min-
utes), and 21:09 GMT (53 minutes). Analysis of the backscatter
traffic to the darknet allows estimation of the intensity of the attack
in terms of packet rate, indicating average packet rates between 20k
and 50k packets per second.

On February 2 the web site of the Egyptian Ministry of Interior
(www.moiegypt.gov.eg) was targeted by two DoS attacks just af-
ter the end of the censorship from 11:05 to 13:39 GMT and from
15:08 to 17:17 GMT. The same IP address was attacked another
time the day after, from 08:06 to 08:42 GMT. In this case the esti-
mated packet rates were smaller, around 7k packets per second.

5.2 Libya

5.2.1 Overview
Libya’s Internet infrastructure is even more prone to manipula-

tion then Egypt’s, judging from its physical structure. International
connectivity is provided by only two submarine cables, both end-
ing in Tripoli [39], and the Internet infrastructure is dominated by
a single, state owned, AS. We only found two other ASes having a
small presence in Libya, as described in Section 5.2.2.

In Libya three different outages in early 2011 were identified
and publicly documented (Figure 1). Figure 12 shows the traffic
observed by the UCSD network telescope from Libya throughout
an interval encompassing the outages. The points labeled A, B and
C indicate three different blackout episodes; points D1 and D2 refer
to two denial-of-service attacks discussed in Section 5.2.3. Toward
the right of the graph it is difficult to interpret what is really hap-
pening in Libya because of the civil war.

5.2.2 Outages in detail
The first two outages happened during two consecutive nights.

Figure 13(a) shows a more detailed view of these two outages as
observed by the UCSD telescope. Figure 13(b) shows BGP data
over the same interval: in both cases, within a few minutes, 12 out
of the 13 IPv4 prefixes associated with IP address ranges officially
delegated to Libya were withdrawn. These twelve IPv4 prefixes
were announced by LyStateAS, the local telecom operator, while
the remaining IPv4 prefix was managed by IntAS2. As of May
2011, there were no IPv6 prefixes in AfriNIC’s delegated file for
Libya. The MaxMind IP geolocation database further puts 12 non-
contiguous IP ranges in Libya, all part of an encompassing IPv4

prefix announced by SatAS1, which provides satellite services in
the Middle East, Asia and Africa. The covering IPv4 prefix also
contained 180 IP ranges in several other countries predominantly
in the Middle East. We considered this additional AS because the
UCSD darknet generally observed a significant amount of unso-
licited traffic coming from IPs in those 12 ranges before the first
outage (about 50k packets each day). This level of background traf-
fic indicates a population of customers using PCs likely infected by
Conficker or other malware, allowing inference of network con-
ditions. Traffic from this network also provided evidence of what
happened to Libyan Internet connections based on satellite systems
not managed by the local telecom provider.

Comparing Figures 13(a) and 13(b) reveals a different behavior
that conflicts with previous reports [17]: the second outage was not
entirely caused by BGP withdrawals. The BGP shutdown began on
February 19 around 21:58.55 UTC, exactly matching the sharp de-
crease of darknet traffic from Libya (and in accordance with reports
on Libyan traffic seen by Arbor Networks [31]) but it ended approx-
imately one hour later, at 23:02.52. In contrast, the Internet out-
age as shown by the telescope data and reported by the news [17]
lasted until approximately February 20 at 6:12 UTC. This finding
suggests that a different disruption technique – a packet-blocking
strategy apparently adopted subsequently in the third outage and
recognized by the rest of the world – was already being used dur-
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Figure 13: The first two Libyan outages: (a) unsolicited traffic to UCSD
darknet coming from Libya; (b) visibility of Libyan IPv4 prefixes in BGP
data from RouteViews and RIPE NCC RIS collectors. Note that the control-
plane and data-plane observations of connectivity do not match, suggesting
that different techniques for censorship were being used during different
intervals.

Figure 12: UCSD darknet’s traffic coming from Libya. Labels A, B, C in-
dicate the three outages. Spikes labeled D1 and D2 are due to backscatter
from two denial-of-service attacks.

related to protests in the country. The web site of the Ministry
of Communications (mcit.gov.eg) was attacked with a randomly-
spoofed DoS attack just before the outage started, on January 26 at
different times: 15:47 GMT (for 16 minutes), 16:55 GMT (17 min-
utes), and 21:09 GMT (53 minutes). Analysis of the backscatter
traffic to the darknet allows estimation of the intensity of the attack
in terms of packet rate, indicating average packet rates between 20k
and 50k packets per second.

On February 2 the web site of the Egyptian Ministry of Interior
(www.moiegypt.gov.eg) was targeted by two DoS attacks just af-
ter the end of the censorship from 11:05 to 13:39 GMT and from
15:08 to 17:17 GMT. The same IP address was attacked another
time the day after, from 08:06 to 08:42 GMT. In this case the esti-
mated packet rates were smaller, around 7k packets per second.

5.2 Libya

5.2.1 Overview
Libya’s Internet infrastructure is even more prone to manipula-

tion then Egypt’s, judging from its physical structure. International
connectivity is provided by only two submarine cables, both end-
ing in Tripoli [39], and the Internet infrastructure is dominated by
a single, state owned, AS. We only found two other ASes having a
small presence in Libya, as described in Section 5.2.2.

In Libya three different outages in early 2011 were identified
and publicly documented (Figure 1). Figure 12 shows the traffic
observed by the UCSD network telescope from Libya throughout
an interval encompassing the outages. The points labeled A, B and
C indicate three different blackout episodes; points D1 and D2 refer
to two denial-of-service attacks discussed in Section 5.2.3. Toward
the right of the graph it is difficult to interpret what is really hap-
pening in Libya because of the civil war.

5.2.2 Outages in detail
The first two outages happened during two consecutive nights.

Figure 13(a) shows a more detailed view of these two outages as
observed by the UCSD telescope. Figure 13(b) shows BGP data
over the same interval: in both cases, within a few minutes, 12 out
of the 13 IPv4 prefixes associated with IP address ranges officially
delegated to Libya were withdrawn. These twelve IPv4 prefixes
were announced by LyStateAS, the local telecom operator, while
the remaining IPv4 prefix was managed by IntAS2. As of May
2011, there were no IPv6 prefixes in AfriNIC’s delegated file for
Libya. The MaxMind IP geolocation database further puts 12 non-
contiguous IP ranges in Libya, all part of an encompassing IPv4

prefix announced by SatAS1, which provides satellite services in
the Middle East, Asia and Africa. The covering IPv4 prefix also
contained 180 IP ranges in several other countries predominantly
in the Middle East. We considered this additional AS because the
UCSD darknet generally observed a significant amount of unso-
licited traffic coming from IPs in those 12 ranges before the first
outage (about 50k packets each day). This level of background traf-
fic indicates a population of customers using PCs likely infected by
Conficker or other malware, allowing inference of network con-
ditions. Traffic from this network also provided evidence of what
happened to Libyan Internet connections based on satellite systems
not managed by the local telecom provider.

Comparing Figures 13(a) and 13(b) reveals a different behavior
that conflicts with previous reports [17]: the second outage was not
entirely caused by BGP withdrawals. The BGP shutdown began on
February 19 around 21:58.55 UTC, exactly matching the sharp de-
crease of darknet traffic from Libya (and in accordance with reports
on Libyan traffic seen by Arbor Networks [31]) but it ended approx-
imately one hour later, at 23:02.52. In contrast, the Internet out-
age as shown by the telescope data and reported by the news [17]
lasted until approximately February 20 at 6:12 UTC. This finding
suggests that a different disruption technique – a packet-blocking
strategy apparently adopted subsequently in the third outage and
recognized by the rest of the world – was already being used dur-
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data from RouteViews and RIPE NCC RIS collectors. Note that the control-
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intervals.
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dicate the three outages. Spikes labeled D1 and D2 are due to backscatter
from two denial-of-service attacks.

related to protests in the country. The web site of the Ministry
of Communications (mcit.gov.eg) was attacked with a randomly-
spoofed DoS attack just before the outage started, on January 26 at
different times: 15:47 GMT (for 16 minutes), 16:55 GMT (17 min-
utes), and 21:09 GMT (53 minutes). Analysis of the backscatter
traffic to the darknet allows estimation of the intensity of the attack
in terms of packet rate, indicating average packet rates between 20k
and 50k packets per second.

On February 2 the web site of the Egyptian Ministry of Interior
(www.moiegypt.gov.eg) was targeted by two DoS attacks just af-
ter the end of the censorship from 11:05 to 13:39 GMT and from
15:08 to 17:17 GMT. The same IP address was attacked another
time the day after, from 08:06 to 08:42 GMT. In this case the esti-
mated packet rates were smaller, around 7k packets per second.
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connectivity is provided by only two submarine cables, both end-
ing in Tripoli [39], and the Internet infrastructure is dominated by
a single, state owned, AS. We only found two other ASes having a
small presence in Libya, as described in Section 5.2.2.

In Libya three different outages in early 2011 were identified
and publicly documented (Figure 1). Figure 12 shows the traffic
observed by the UCSD network telescope from Libya throughout
an interval encompassing the outages. The points labeled A, B and
C indicate three different blackout episodes; points D1 and D2 refer
to two denial-of-service attacks discussed in Section 5.2.3. Toward
the right of the graph it is difficult to interpret what is really hap-
pening in Libya because of the civil war.

5.2.2 Outages in detail
The first two outages happened during two consecutive nights.

Figure 13(a) shows a more detailed view of these two outages as
observed by the UCSD telescope. Figure 13(b) shows BGP data
over the same interval: in both cases, within a few minutes, 12 out
of the 13 IPv4 prefixes associated with IP address ranges officially
delegated to Libya were withdrawn. These twelve IPv4 prefixes
were announced by LyStateAS, the local telecom operator, while
the remaining IPv4 prefix was managed by IntAS2. As of May
2011, there were no IPv6 prefixes in AfriNIC’s delegated file for
Libya. The MaxMind IP geolocation database further puts 12 non-
contiguous IP ranges in Libya, all part of an encompassing IPv4

prefix announced by SatAS1, which provides satellite services in
the Middle East, Asia and Africa. The covering IPv4 prefix also
contained 180 IP ranges in several other countries predominantly
in the Middle East. We considered this additional AS because the
UCSD darknet generally observed a significant amount of unso-
licited traffic coming from IPs in those 12 ranges before the first
outage (about 50k packets each day). This level of background traf-
fic indicates a population of customers using PCs likely infected by
Conficker or other malware, allowing inference of network con-
ditions. Traffic from this network also provided evidence of what
happened to Libyan Internet connections based on satellite systems
not managed by the local telecom provider.

Comparing Figures 13(a) and 13(b) reveals a different behavior
that conflicts with previous reports [17]: the second outage was not
entirely caused by BGP withdrawals. The BGP shutdown began on
February 19 around 21:58.55 UTC, exactly matching the sharp de-
crease of darknet traffic from Libya (and in accordance with reports
on Libyan traffic seen by Arbor Networks [31]) but it ended approx-
imately one hour later, at 23:02.52. In contrast, the Internet out-
age as shown by the telescope data and reported by the news [17]
lasted until approximately February 20 at 6:12 UTC. This finding
suggests that a different disruption technique – a packet-blocking
strategy apparently adopted subsequently in the third outage and
recognized by the rest of the world – was already being used dur-

 0

 1

 2

 3

 4

 5

 6

 7

 8

02-18 12:00

02-19 00:00

02-19 12:00

02-20 00:00

02-20 12:00

02-21 00:00
p
a
ck

e
ts

 p
e
r 

se
co

n
d

(a)

 0

 2

 4

 6

 8

 10

 12

 14

02-18 12:00

02-19 00:00

02-19 12:00

02-20 00:00

02-20 12:00

02-21 00:00

n
u
m

b
e
r 

o
f 
vi

si
b
le

 p
re

fix
e
s

SatAS1 IntAS2 LyStateAS

(b)

Figure 13: The first two Libyan outages: (a) unsolicited traffic to UCSD
darknet coming from Libya; (b) visibility of Libyan IPv4 prefixes in BGP
data from RouteViews and RIPE NCC RIS collectors. Note that the control-
plane and data-plane observations of connectivity do not match, suggesting
that different techniques for censorship were being used during different
intervals.
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post-event manual analysis

Egypt, Jan 2011 
Government orders 
to shut down the 
Internet  

4 months of work

Dainotti et al. “Analysis of Country-wide Internet Outages 
Caused by Censorship” ACM Internet Measurement 
Conference  2011
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applied research

4 months of work

post-event

a couple of events

manual 
analysis

whole Internet

near-realtime 
detection

in few minutes

automated

24/7 monitoring
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Why this is a tough problem

•refine/extend inference methodologies
•automate inference methodologies
•complex data
•noisy data
•big data
•heterogeneous data
•velocity
•lack of tools
•distributed system
•visualization for dashboards and data exploration
•lots of infrastructure to maintain/operate
•….
•all with relatively few money/people/time..



IODA’S CITY MAP
high-level system view

10

Center for Applied Internet Data Analysis 
University of California San Diego

w w w .caida.org

Data-plane packets

B G P      T R E A M

libcorsaro I/O loggingintervals

interval endprocess packetinitialize finalizeinterval start

.log

lib
tr
ac

e

tools corsarocor-aggcor2ascii

.cor

[your name here]

.pcap

plugins Flow-Tuple DoS [yours!]

.ft.cor .dos.cor [.you.cor]

libTim
eSeries

Active Probing

Internet Background Radiation CORSARO

Border Gateway Protocol

A r c h i p e l a g o  

Ping-based
measurements
coordination

and /24 outage
inference 

(USC/ISI methodology)

WHISPER

PHP 
BACKEND

JAVASCRIPT FRONTEND

ALERTS
ALERTS

SEVERITY SCORE
TIME SERIES

EMAIL USERS

OUTAGE
DETECTION

REQUEST
TRACEROUTES

LibIPmeta

UCSD Network
Telescope

Ping and Traceroute

Measurement Data Processing

Time Series DBs

Outage Detection

Alerts

Web Application
Transformation
Data

Data-plane packets

interval endprocess packetinitialize finalizeinterval start

.log

tools corsaro [your name here]

.pcap

Flow-Tuple DoS [yours!]

.ft.cor .dos.cor [.you.cor]

libTim
eSeries

Active Probing

Internet Background Radiation CORSARO

Border Gateway Protocol

A r c h i p e l a g o  

Ping-based
measurements
coordination

and /24 outage
inference 

(USC/ISI methodology)

WHISPER

PHP 
BACKEND

JAVASCRIPT FRONTEND

ALERTS
ALERTS

SEVERITY SCORE
TIME SERIES

EMAIL USERS

OUTAGE
DETECTION

REQUEST
TRACEROUTES

LibIPmeta

UCSD Network
Telescope

Ping and Traceroute

Measurement Data Processing

Time Series DBs

Outage Detection

Alerts

Web Application
Transformation
Data



IODA’S CITY MAP
high-level system view

11

Center for Applied Internet Data Analysis 
University of California San Diego

w w w .caida.org

Data-plane packets

B G P      T R E A M

libcorsaro I/O loggingintervals

interval endprocess packetinitialize finalizeinterval start

.log

lib
tr
ac

e

tools corsarocor-aggcor2ascii

.cor

[your name here]

.pcap

plugins Flow-Tuple DoS [yours!]

.ft.cor .dos.cor [.you.cor]

libTim
eSeries

Active Probing

Internet Background Radiation CORSARO

Border Gateway Protocol

A r c h i p e l a g o  

Ping-based
measurements
coordination

and /24 outage
inference 

(USC/ISI methodology)

WHISPER

PHP 
BACKEND

JAVASCRIPT FRONTEND

ALERTS
ALERTS

SEVERITY SCORE
TIME SERIES

EMAIL USERS

OUTAGE
DETECTION

REQUEST
TRACEROUTES

LibIPmeta

UCSD Network
Telescope

Ping and Traceroute

Measurement Data Processing

Time Series DBs

Outage Detection

Alerts

Web Application
Transformation
Data

Data-plane packets

B G P      T R E A M

libcorsaro I/O loggingintervals

interval endprocess packetinitialize finalizeinterval start

.log

lib
tr
ac

e

tools corsarocor-aggcor2ascii

.cor

[your name here]

.pcap

plugins Flow-Tuple DoS [yours!]

.ft.cor .dos.cor [.you.cor]

libTim
eSeries

Active Probing

Internet Background Radiation CORSARO

Border Gateway Protocol

A r c h i p e l a g o  

Ping-based
measurements
coordination

and /24 outage
inference 

(USC/ISI methodology)

WHISPER

PHP 
BACKEND

JAVASCRIPT FRONTEND

ALERTS
ALERTS

SEVERITY SCORE
TIME SERIES

EMAIL USERS

OUTAGE
DETECTION

REQUEST
TRACEROUTES

LibIPmeta

UCSD Network
Telescope

Ping and Traceroute

Measurement Data Processing

Time Series DBs

Outage Detection

Alerts

Web Application
Transformation
Data



Data-plane packets

B G P      T R E A M

libcorsaro I/O loggingintervals

interval endprocess packetinitialize finalizeinterval start

.log

lib
tr
ac

e

tools corsarocor-aggcor2ascii

.cor

[your name here]

.pcap

plugins Flow-Tuple DoS [yours!]

.ft.cor .dos.cor [.you.cor]

libTim
eSeries

Active Probing

Internet Background Radiation CORSARO

Border Gateway Protocol

A r c h i p e l a g o  

Ping-based
measurements
coordination

and /24 outage
inference 

(USC/ISI methodology)

WHISPER

PHP 
BACKEND

JAVASCRIPT FRONTEND

ALERTS
ALERTS

SEVERITY SCORE
TIME SERIES

EMAIL USERS

OUTAGE
DETECTION

REQUEST
TRACEROUTES

LibIPmeta

UCSD Network
Telescope

Ping and Traceroute

Measurement Data Processing

Time Series DBs

Outage Detection

Alerts

Web Application
Transformation
Data

BGPSTREAM
efficient scalable processing of Internet routing data

12

Center for Applied Internet Data Analysis 
University of California San Diego

w w w .caida.org

Data-plane packets

B G P      T R E A M

interval endprocess packetinitialize finalizeinterval start

.log

tools corsaro [your name here]

.pcap

Flow-Tuple DoS [yours!]

.ft.cor .dos.cor [.you.cor]

libTim
eSeries

Active Probing

Internet Background Radiation CORSARO

Border Gateway Protocol

A r c h i p e l a g o  

Ping-based
measurements
coordination

and /24 outage
inference 

(USC/ISI methodology)

WHISPER

PHP 
BACKEND

JAVASCRIPT FRONTEND

ALERTS
ALERTS

SEVERITY SCORE
TIME SERIES

EMAIL USERS

OUTAGE
DETECTION

REQUEST
TRACEROUTES

LibIPmeta

UCSD Network
Telescope

Ping and Traceroute

Measurement Data Processing

Time Series DBs

Outage Detection

Alerts

Web Application
Transformation
Data



Center for Applied Internet Data Analysis 
University of California San Diego

BGPSTREAM IN IODA
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32 BGPCorsaro instances processing data from ~500 routers

ensures data  
accuracy and integrity

manages trade-off 
between: 
- buffer size 
- latency 
- completeness 



IODA’S CITY MAP
high-level system view

14

Center for Applied Internet Data Analysis 
University of California San Diego

w w w .caida.org

Data-plane packets

B G P      T R E A M

libcorsaro I/O loggingintervals

interval endprocess packetinitialize finalizeinterval start

.log

lib
tr
ac

e

tools corsarocor-aggcor2ascii

.cor

[your name here]

.pcap

plugins Flow-Tuple DoS [yours!]

.ft.cor .dos.cor [.you.cor]

libTim
eSeries

Active Probing

Internet Background Radiation CORSARO

Border Gateway Protocol

A r c h i p e l a g o  

Ping-based
measurements
coordination

and /24 outage
inference 

(USC/ISI methodology)

WHISPER

PHP 
BACKEND

JAVASCRIPT FRONTEND

ALERTS
ALERTS

SEVERITY SCORE
TIME SERIES

EMAIL USERS

OUTAGE
DETECTION

REQUEST
TRACEROUTES

LibIPmeta

UCSD Network
Telescope

Ping and Traceroute

Measurement Data Processing

Time Series DBs

Outage Detection

Alerts

Web Application
Transformation
Data

Data-plane packets

B G P      T R E A M

libcorsaro I/O loggingintervals

interval endprocess packetinitialize finalizeinterval start

.log

lib
tr
ac

e

tools corsarocor-aggcor2ascii

.cor

[your name here]

.pcap

plugins Flow-Tuple DoS [yours!]

.ft.cor .dos.cor [.you.cor]

libTim
eSeries

Active Probing

Internet Background Radiation CORSARO

Border Gateway Protocol

A r c h i p e l a g o  

Ping-based
measurements
coordination

and /24 outage
inference 

(USC/ISI methodology)

WHISPER

PHP 
BACKEND

JAVASCRIPT FRONTEND

ALERTS
ALERTS

SEVERITY SCORE
TIME SERIES

EMAIL USERS

OUTAGE
DETECTION

REQUEST
TRACEROUTES

LibIPmeta

UCSD Network
Telescope

Ping and Traceroute

Measurement Data Processing

Time Series DBs

Outage Detection

Alerts

Web Application
Transformation
Data



IODA’S CITY MAP
high-level system view

15

Center for Applied Internet Data Analysis 
University of California San Diego

w w w .caida.org

Data-plane packets

B G P      T R E A M

libcorsaro I/O loggingintervals

interval endprocess packetinitialize finalizeinterval start

.log

lib
tr
ac

e

tools corsarocor-aggcor2ascii

.cor

[your name here]

.pcap

plugins Flow-Tuple DoS [yours!]

.ft.cor .dos.cor [.you.cor]

libTim
eSeries

Active Probing

Internet Background Radiation CORSARO

Border Gateway Protocol

A r c h i p e l a g o  

Ping-based
measurements
coordination

and /24 outage
inference 

(USC/ISI methodology)

WHISPER

PHP 
BACKEND

JAVASCRIPT FRONTEND

ALERTS
ALERTS

SEVERITY SCORE
TIME SERIES

EMAIL USERS

OUTAGE
DETECTION

REQUEST
TRACEROUTES

LibIPmeta

UCSD Network
Telescope

Ping and Traceroute

Measurement Data Processing

Time Series DBs

Outage Detection

Alerts

Web Application
Transformation
Data

Data-plane packets

interval endprocess packetinitialize finalizeinterval start

.log

tools corsaro [your name here]

.pcap

Flow-Tuple DoS [yours!]

.ft.cor .dos.cor [.you.cor]

libTim
eSeries

Active Probing

Internet Background Radiation CORSARO

Border Gateway Protocol

A r c h i p e l a g o  

Ping-based
measurements
coordination

and /24 outage
inference 

(USC/ISI methodology)

WHISPER

PHP 
BACKEND

JAVASCRIPT FRONTEND

ALERTS
ALERTS

SEVERITY SCORE
TIME SERIES

EMAIL USERS

OUTAGE
DETECTION

REQUEST
TRACEROUTES

LibIPmeta

UCSD Network
Telescope

Ping and Traceroute

Measurement Data Processing

Time Series DBs

Outage Detection

Alerts

Web Application
Transformation
Data



IODA’S CITY MAP
high-level system view

16

Center for Applied Internet Data Analysis 
University of California San Diego

w w w .caida.org

Data-plane packets

B G P      T R E A M

libcorsaro I/O loggingintervals

interval endprocess packetinitialize finalizeinterval start

.log

lib
tr
ac

e

tools corsarocor-aggcor2ascii

.cor

[your name here]

.pcap

plugins Flow-Tuple DoS [yours!]

.ft.cor .dos.cor [.you.cor]

libTim
eSeries

Active Probing

Internet Background Radiation CORSARO

Border Gateway Protocol

A r c h i p e l a g o  

Ping-based
measurements
coordination

and /24 outage
inference 

(USC/ISI methodology)

WHISPER

PHP 
BACKEND

JAVASCRIPT FRONTEND

ALERTS
ALERTS

SEVERITY SCORE
TIME SERIES

EMAIL USERS

OUTAGE
DETECTION

REQUEST
TRACEROUTES

LibIPmeta

UCSD Network
Telescope

Ping and Traceroute

Measurement Data Processing

Time Series DBs

Outage Detection

Alerts

Web Application
Transformation
Data

Data-plane packets

interval endprocess packetinitialize finalizeinterval start

.log

tools corsaro [your name here]

.pcap

Flow-Tuple DoS [yours!]

.ft.cor .dos.cor [.you.cor]

libTim
eSeries

Active Probing

Internet Background Radiation CORSARO

Border Gateway Protocol

A r c h i p e l a g o  

Ping-based
measurements
coordination

and /24 outage
inference 

(USC/ISI methodology)

WHISPER

PHP 
BACKEND

JAVASCRIPT FRONTEND

ALERTS
ALERTS

SEVERITY SCORE
TIME SERIES

EMAIL USERS

OUTAGE
DETECTION

REQUEST
TRACEROUTES

LibIPmeta

UCSD Network
Telescope

Ping and Traceroute

Measurement Data Processing

Time Series DBs

Outage Detection

Alerts

Web Application
Transformation
Data



IODA’S CITY MAP
high-level system view

17

Center for Applied Internet Data Analysis 
University of California San Diego

w w w .caida.org

Data-plane packets

B G P      T R E A M

libcorsaro I/O loggingintervals

interval endprocess packetinitialize finalizeinterval start

.log

lib
tr
ac

e

tools corsarocor-aggcor2ascii

.cor

[your name here]

.pcap

plugins Flow-Tuple DoS [yours!]

.ft.cor .dos.cor [.you.cor]

libTim
eSeries

Active Probing

Internet Background Radiation CORSARO

Border Gateway Protocol

A r c h i p e l a g o  

Ping-based
measurements
coordination

and /24 outage
inference 

(USC/ISI methodology)

WHISPER

PHP 
BACKEND

JAVASCRIPT FRONTEND

ALERTS
ALERTS

SEVERITY SCORE
TIME SERIES

EMAIL USERS

OUTAGE
DETECTION

REQUEST
TRACEROUTES

LibIPmeta

UCSD Network
Telescope

Ping and Traceroute

Measurement Data Processing

Time Series DBs

Outage Detection

Alerts

Web Application
Transformation
Data

Data-plane packets

interval endprocess packetinitialize finalizeinterval start

.log

tools corsaro [your name here]

.pcap

Flow-Tuple DoS [yours!]

.ft.cor .dos.cor [.you.cor]

libTim
eSeries

Active Probing

Internet Background Radiation CORSARO

Border Gateway Protocol

A r c h i p e l a g o  

Ping-based
measurements
coordination

and /24 outage
inference 

(USC/ISI methodology)

WHISPER

PHP 
BACKEND

JAVASCRIPT FRONTEND

ALERTS
ALERTS

SEVERITY SCORE
TIME SERIES

EMAIL USERS

OUTAGE
DETECTION

REQUEST
TRACEROUTES

LibIPmeta

UCSD Network
Telescope

Ping and Traceroute

Measurement Data Processing

Time Series DBs

Outage Detection

Alerts

Web Application
Transformation
Data



IODA’S CITY MAP
high-level system view

18

Center for Applied Internet Data Analysis 
University of California San Diego

w w w .caida.org

Data-plane packets

B G P      T R E A M

libcorsaro I/O loggingintervals

interval endprocess packetinitialize finalizeinterval start

.log

lib
tr
ac

e

tools corsarocor-aggcor2ascii

.cor

[your name here]

.pcap

plugins Flow-Tuple DoS [yours!]

.ft.cor .dos.cor [.you.cor]

libTim
eSeries

Active Probing

Internet Background Radiation CORSARO

Border Gateway Protocol

A r c h i p e l a g o  

Ping-based
measurements
coordination

and /24 outage
inference 

(USC/ISI methodology)

WHISPER

PHP 
BACKEND

JAVASCRIPT FRONTEND

ALERTS
ALERTS

SEVERITY SCORE
TIME SERIES

EMAIL USERS

OUTAGE
DETECTION

REQUEST
TRACEROUTES

LibIPmeta

UCSD Network
Telescope

Ping and Traceroute

Measurement Data Processing

Time Series DBs

Outage Detection

Alerts

Web Application
Transformation
Data

Data-plane packets

interval endprocess packetinitialize finalizeinterval start

.log

tools corsaro [your name here]

.pcap

Flow-Tuple DoS [yours!]

.ft.cor .dos.cor [.you.cor]

libTim
eSeries

Active Probing

Internet Background Radiation CORSARO

Border Gateway Protocol

A r c h i p e l a g o  

Ping-based
measurements
coordination

and /24 outage
inference 

(USC/ISI methodology)

WHISPER

PHP 
BACKEND

JAVASCRIPT FRONTEND

ALERTS
ALERTS

SEVERITY SCORE
TIME SERIES

EMAIL USERS

OUTAGE
DETECTION

REQUEST
TRACEROUTES

LibIPmeta

UCSD Network
Telescope

Ping and Traceroute

Measurement Data Processing

Time Series DBs

Outage Detection

Alerts

Web Application
Transformation
Data



IODA’S CITY MAP
high-level system view

19

Center for Applied Internet Data Analysis 
University of California San Diego

w w w .caida.org

Data-plane packets

B G P      T R E A M

libcorsaro I/O loggingintervals

interval endprocess packetinitialize finalizeinterval start

.log

lib
tr
ac

e

tools corsarocor-aggcor2ascii

.cor

[your name here]

.pcap

plugins Flow-Tuple DoS [yours!]

.ft.cor .dos.cor [.you.cor]

libTim
eSeries

Active Probing

Internet Background Radiation CORSARO

Border Gateway Protocol

A r c h i p e l a g o  

Ping-based
measurements
coordination

and /24 outage
inference 

(USC/ISI methodology)

WHISPER

PHP 
BACKEND

JAVASCRIPT FRONTEND

ALERTS
ALERTS

SEVERITY SCORE
TIME SERIES

EMAIL USERS

OUTAGE
DETECTION

REQUEST
TRACEROUTES

LibIPmeta

UCSD Network
Telescope

Ping and Traceroute

Measurement Data Processing

Time Series DBs

Outage Detection

Alerts

Web Application
Transformation
Data

Data-plane packets

interval endprocess packetinitialize finalizeinterval start

.log

tools corsaro [your name here]

.pcap

Flow-Tuple DoS [yours!]

.ft.cor .dos.cor [.you.cor]

libTim
eSeries

Active Probing

Internet Background Radiation CORSARO

Border Gateway Protocol

A r c h i p e l a g o  

Ping-based
measurements
coordination

and /24 outage
inference 

(USC/ISI methodology)

WHISPER

PHP 
BACKEND

JAVASCRIPT FRONTEND

ALERTS
ALERTS

SEVERITY SCORE
TIME SERIES

EMAIL USERS

OUTAGE
DETECTION

REQUEST
TRACEROUTES

LibIPmeta

UCSD Network
Telescope

Ping and Traceroute

Measurement Data Processing

Time Series DBs

Outage Detection

Alerts

Web Application
Transformation
Data



IODA SW SPIN OFFS
open-source frameworks of more general utility

20

Center for Applied Internet Data Analysis 
University of California San Diego

w w w .caida.org

Data-plane packets

B G P      T R E A M

libcorsaro I/O loggingintervals

interval endprocess packetinitialize finalizeinterval start

.log

lib
tr
ac

e

tools corsarocor-aggcor2ascii

.cor

[your name here]

.pcap

plugins Flow-Tuple DoS [yours!]

.ft.cor .dos.cor [.you.cor]

libTim
eSeries

Active Probing

Internet Background Radiation CORSARO

Border Gateway Protocol

A r c h i p e l a g o  

Ping-based
measurements
coordination

and /24 outage
inference 

(USC/ISI methodology)

WHISPER

PHP 
BACKEND

JAVASCRIPT FRONTEND

ALERTS
ALERTS

SEVERITY SCORE
TIME SERIES

EMAIL USERS

OUTAGE
DETECTION

REQUEST
TRACEROUTES

LibIPmeta

UCSD Network
Telescope

Ping and Traceroute

Measurement Data Processing

Time Series DBs

Outage Detection

Alerts

Web Application
Transformation
Data



IODA DEMO

21

Center for Applied Internet Data Analysis 
University of California San Diego

w w w .caida.org



TALK/DEMO PURPOSE
feedback/interest
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•Pre-release: use it!

•Collect feedback

•Add other data sources
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Ongoing work
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•day-to-day maintenance to keep it online
•backfill of historical data
•sw/hw infrastructure updates
•more documentation

•make a kafka stream (we already have it. if you're interested) publicly 
available and share historical datasets through DHS IMPACT
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Improvements
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•More functionalities in web interface (e.g., add menu selectors of AS/
Country/region)
•Finer geo granularity

-Engineering + Research (e.g., improve prefix geolocation)
•Reduce latency (IBR, BGP, active probing)
•Improvements to IBR signals

-clean up
-detection
-systematically validate / evaluate IBR detection (we started at country level)

•IPv6 support



ONGOING COLLABS
Academia, Industry, Government
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•Also, research collaborations with networking and poli-sci 
researchers
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Collabs
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•Work with John to validate our ``Trinocular ‘’ implementation and maybe 
integrate his data source
•Work with Neil + Rama on combining the micro view with the macro view
•Add other data sources (Merit, VNG, …)



THANKS

27

Center for Applied Internet Data Analysis 
University of California San Diego

w w w .caida.org

ioda.caida.org
www.caida.org/projects/ioda 


