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THIRD PARTY SERVICES
both theoretical and practical issues 
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•Evasion
•Only simple attack configurations are considered

•Accuracy
•Potential for lots of false positives
•or alternatively lots of false negatives

•Speed
•Manual verification then manual mitigation

•Privacy
•Need to share private information
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ARTEMIS IN A NUTSHELL
..then suddenly everything makes sense
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•Evasion
•Covers all attack configurations

•Accuracy
•0% FP, 0% FN:  for most attack configurations
•0% FN for the remaining ones (alternatively manage FP-FN trade-off)

•Speed
•Automated mitigation: neutralize attacks in a minute

•Privacy & Flexibility
•full privacy
•per-prefix + per-event type, configurable mitigation
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Fig. 3: Fraction (y-axis) of the hijacking events, grouped
by impact (x-axis), that are invisible to (a) all monitoring
services, and (b) streaming monitoring services, for different
hijack types (denoted as bars of different colors). Note the
differences in the (a)/(b) x-axis. Existing monitoring infras-
tructure can always observe hijacking events of significant
impact.

hijacks) of those with impact between 1% and 2% are also
observed. The visibility is low only for events with impact
less than 1% when considering all monitors. In total, the
mean (median) impact of invisible events is less than 0.2%
(0.1%) as shown in Fig. 1(b). These results suggest that
existing infrastructure has already a great potential to enable
live detection of significant hijacking events. We find instead
that current streaming services have full visibility only for
events with impact greater than 30% (Fig. 3(b)), highlighting
the potential benefit from RIPE RIS and RouteViews accel-
erating their transition to live streaming [11], [17], [23].

5 DETECTION METHODOLOGY

5.1 Overview

ARTEMIS is run locally by a network and enables a self-
operated (i.e., not involving third parties) detection of hi-
jacking events for its own prefixes. ARTEMIS (a) uses a local
configuration with information about the prefixes owned by
the network, and (b) receives as input the stream of BGP
updates from the publicly available monitoring services and
the local routers of the network that operates it. Comparing
the prefix and AS-PATH fields in the BGP updates with the
information in the local configuration, ARTEMIS can detect
any class of hijacking event, and generate alerts.

Table 4 summarizes the FP–FN performance of the differ-
ent detection criteria used in our approach for each attack
scenario (discussed in § 5.2, § 5.3, § 5.4). By default, our

TABLE 3: Percentage of invisible hijacking events. Hijacks of
higher types tend to pollute a smaller portion of the Internet.
Combining monitoring services always increases visibility.

Hijack type 0 1 2 3 4
BGPmon (stream) 10.9% 31.6% 53.6% 65.9% 76.1%
RIPE RIS (stream) 7.1% 20.6% 36.7% 50.5% 63.8%
All stream services 4.2% 15.6% 33.1% 47.8% 62.2%

RouteViews 1.5% 4.3% 11.1% 26.5% 38.0%
RIPE RIS 1.8% 4.0% 13.8% 26.4% 40.9%

All services 1.4% 3.0% 9.0% 21.3% 34.4%

approach does not introduce FN for any attack scenario.
The only possible FN are the events not visible6 by the moni-
toring infrastructure (§ 4.2), which have very limited impact
on the control plane (Figs. 1(b) and 3). We generate potential
FP (at a very low rate) only for exact-prefix hijacking events
of Type-N, N ≥ 2; however, for the detection of this class of
events, ARTEMIS optionally allows the operator (Stage 2) to
(i) trade speed for increased accuracy, and (ii) trade potential
FN related to events with negligible visible impact (e.g., seen
by only 1 monitor) for less FP.

5.2 Detecting Sub-prefix Hijacks

Sub-prefix hijacks are the most dangerous, since they can
pollute the entire Internet due to the longest prefix matching
employed by the BGP decision process. They are also among
the most problematic when using third-party services, since
each time an AS decides to announce a longer prefix or
to de-aggregate a prefix, it either needs to communicate
this information in advance to the third-party service or it
will receive a false-positive alert from it. For this reason,
often sub-prefix detection is not even implemented/enabled
(§ 8.1).

ARTEMIS returns 0 false positives and 0 false negatives
for all sub-prefix hijacking events — independently of the
Type being 0, 1, 2, ... . To detect these events, the network
operator stores in the local configuration of ARTEMIS an up-
to-date list of all owned and announced prefixes. When a sub-
prefix hijack takes place, the monitoring services observe
BGP updates for this sub-prefix, since the entire Internet
is polluted, and ARTEMIS immediately detects it. Such a
detection becomes trivial with our approach (i.e., leveraging
local information). However, this is an important result:
without this detection in place, attackers can remain stealthy
by announcing a sub-prefix, which allows them to avoid
announcing an illegitimate AS-PATH (and can further in-
crease stealthiness by carrying the attack on the data plane
as a Man-in-the-Middle [53]). In the following sections we
illustrate how ARTEMIS detects the remaining classes of
attacks when exact-prefix hijacking is involved instead.

ARTEMIS returns 0 false positives and 0 false negatives for
all BGP squatting events. Checking against the operator’s
list of actually announced prefixes, has the added benefit
of detecting BGP squatting as well; a technique commonly
used by spammers, in which a (malicious) AS announces
space owned but not announced by another AS [47].

5.3 Detecting Type-0/1 Exact Prefix Hijacks

The network operator provides also in the local configuration
(a local file) the following information per prefix:
• Origin ASN(s): the ASNs authorized to originate the pre-

fix.
• Neighbor ASN(s): the ASNs with which there are direct

BGP sessions established, where the prefix is announced.
For every BGP update it receives from the monitors,
ARTEMIS extracts the AS-PATH field, and compares the
announced prefix, as well as the first and second ASNs in
the AS-PATH, with the {prefix, origin ASN, neighbor ASN}

6. Which would become visible by deploying additional monitors.

•In the paper:
•by type of service
•Impact
•Speed
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•1) Based on how the “attacking” AS Path looks like
•Type 0 hijack: <prefix: BAD_AS, …>      (a.k.a. “prefix origin hijack”)
•Type 1 hijack: <prefix: oAS, BAD_AS, …>
•Type 2 hijack: <prefix: oAS, AS1, BAD_AS, …>
•…
•Type N hijack: <prefix: oAS, AS1, …, BAD_AS, …>
•Type U hijack: <prefix: unaltered_path>  

•2) Based on the prefix: announced prefix or sub-prefix, or squatting 

•3) Based on what happens on the data-plane: Black Holing (BH), 
Imposture (IM), Man in the Middle (MM)
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TABLE 1: Comparison of BGP prefix hijacking detection systems/services w.r.t. ability to detect different classes of attacks.
Class of Hijacking Attack Control-plane System/Service Data-plane System/Service Hybrid System/Service

Affected AS-PATH Data ARTEMIS Cyclops PHAS iSpy Zheng et al. HEAP Argus Hu et al.
prefix (Type) plane (2008) [26] (2006) [41] (2008) [66] (2007) [67] (2016) [57] (2012) [61] (2007) [37]
Sub U * ! × × × × × × ×

Sub 0/1 BH ! × ! × × ! ! !

Sub 0/1 IM ! × ! × × ! × !

Sub 0/1 MM ! × ! × × × × ×

Sub ≥ 2 BH ! × × × × ! ! !

Sub ≥ 2 IM ! × × × × ! × !

Sub ≥ 2 MM ! × × × × × × ×

Exact 0/1 BH ! ! ! ! × × ! !

Exact 0/1 IM ! ! ! × ! × × !

Exact 0/1 MM ! ! ! × ! × × ×

Exact ≥ 2 BH ! × × ! × × ! !

Exact ≥ 2 IM ! × × × ! × × !

Exact ≥ 2 MM ! × × × ! × × ×

TABLE 2: Control-plane monitoring services

#monitors delay
Stream BGPmon [7] 8 < 1s

services RIPE RIS (stream) [13] 57 < 1s

Total (unique) 65
All services RouteViews [14] 128 ∼ 20min

(BGPStream) RIPE RIS [12] 120 ∼ 5min

Total (unique) 218
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Fig. 1: Impact of different hijack types: (a) CDFs, and (b)
mean (continuous lines) and median (dashed lines) values
of the fraction of polluted ASes over 1000 simulations for
different hijack types. Hijacking events of all types can have
a large impact, with smaller types being on average more
impactful.

(> 50%) their impact is very limited or negligible (e.g., 4%
and 1% for Type-3 and Type-4, respectively).

All types of hijacks can have a large impact. Comparing
the mean to the median values in Fig. 1(b) (blue curves; circle
markers) highlights that even with Type-4 hijacks there
are events with a large (i.e., > 80%, see Fig. 1(a)) impact.
We verified that these corner cases happen not because
the hijacker AS has high connectivity, but because of the
reciprocal location of the hijacker and victim ASes in the AS-
graph and the respective relationships with their neighbors.
Since it is difficult to identify the ASes that are capable of
launching impactful hijacking attacks, an operator should be
able to defend their networks against every type of hijacking event.

4.2 Visibility of Hijacks on the Control Plane

Here we study to which extent different types of hijacks are
visible by monitors of publicly accessible BGP monitoring
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Fig. 2: Visibility of different hijack types: CCDFs of the num-
ber of monitors that observe an illegitimate route over 1000
simulations for different types, using (a) all and (b) streaming
monitoring services. Hijacking events of smaller type are
visible with higher probability and to more monitors.

infrastructure. Detecting a hijacking event through control-
plane monitoring requires the illegitimate path to propagate
to at least one monitor. Moreover, the more monitors receive
such a route, the faster and more robust (e.g., against moni-
tor failures) the detection of a hijack is.

Hijacking events of smaller AS-path type are more visible.
Fig. 2 shows the distribution of the number of monitors,
from (a) all monitoring services, and from (b) only RIPE RIS
and BGPmon streaming services, that receive an illegitimate
path. As expected, hijacking events of smaller type are
visible with higher probability and to more monitors (on
average), since their impact on the Internet is larger (see
Fig. 1(b)). Table 3 gives the percentage of hijacking events
that are invisible to the different services (i.e., they do not pol-
lute any of the monitors in our simulations). We can see that
almost all origin-AS hijacks (Type-0) are visible, whereas
hijacks of types 1, 2, 3, and 4 have a higher probability to
remain unnoticed, e.g., more than 20% of Type-3 hijacks are
not visible by any service. We also find that the combination
of different services always leads to increased visibility.

Hijacking events (of every type) with significant im-
pact are always visible to monitoring services. Fig. 3
shows the fraction of hijacking events, grouped by their
impact, that are invisible to monitoring services. Hijacking
events that pollute more than 2% of the Internet are –in
our simulations– always visible to the monitoring services
(Fig. 3(a)), and the vast majority (e.g., more than 85% type-0

Foundation for Research and Technology-Hellas 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TABLE 4: Detection of the different BGP prefix hijacking attacks by ARTEMIS.

Hijacking Attack ARTEMIS Detection
Prefix AS-PATH Data False False Detection

(Type) Plane Positives (FP) Negatives (FN) Approach
Sub-prefix * * None None Sec. 5.2
Squatting * * None None Sec. 5.2

Exact 0/1 * None None Sec. 5.3
Exact ≥ 2 * < 0.3/day for > 80% of ASes None Sec. 5.4

(upper bound, since estimated w/o using information from local routers) Stage 1
Exact ≥ 2 * None for 89% of ASes < 4% Sec. 5.4

(Ts2 = 5min; alert threshold > 1 monitors, i.e., FN for events with negligible visible impact) Stages 1+2

information in the local file. If the AS-PATH does not match
the information in the local file, a hijack alert is generated.

ARTEMIS detects all Type-0 and Type-1 hijacks that are
visible to the monitors (i.e., 0 false negatives for visible
events). As in § 5.2, since ARTEMIS leverages ground truth
provided by the operator itself, all illegitimate paths that are
visible by the monitors are always detected as hijacks.

ARTEMIS returns 0 false positives for Type-0/1 hijacking
events. Any BGP update that does not match the local lists
{prefix, origin ASN, neighbor ASN}, indicates with certainty
an announcement originated illegitimately by another net-
work (i.e., without the consent of the prefix owner).

5.4 Detecting Type-N, N≥2, Exact Prefix Hijacks

Detecting Type-N, N ≥ 2, hijacking events requires a
different approach than Type-0/1 events, since the operator
might not be aware of all its 2nd, 3rd, ... hop neighbors. To
this end, ARTEMIS (i) detects all suspicious Type-N, N ≥ 2,
events, i.e., when new links7 appear in routes towards the
operator’s prefixes, (ii) filters out as many legitimate events
as possible, and (iii) augments alerts with information about
the estimated impact of the remaining suspicious events.

Specifically, ARTEMIS uses a configurable two-stage de-
tection approach, where the operator can trade detection
speed (Stage 1) for increased accuracy and impact estimation
(Stage 2). Stage 1 detects all potential hijacking events as
soon as they are observed by a monitor (i.e., typically with
few seconds latency), filters out benign events based on
information that is available at detection time, and generates
alerts for suspicious events. An optional Stage 2 collects
additional information within a (configurable) time window
Ts2 following the detection from Stage 1, in order to (a)
increase the chance of filtering out a benign event, and (b)
provide the operator with an estimate of the impact of the
event in case it is still recognized as suspicious.

5.4.1 Stage 1

For the Type-N, N ≥ 2, detection, ARTEMIS stores locally
the following lists of directed AS-links:
• previously verified AS-links list: all the AS-links that appear

in a path towards an owned prefix and have been verified
by ARTEMIS in the past.

• AS-links list from monitors: all the AS-links in the AS-path
towards any prefix (i.e., owned by any AS) observed by

7. We consider only new links and not policy violations on existing
links (as, e.g., [61]), since routing policies are not publicly available, and
inferences based on existing datasets would lead to a very high number
of false alerts; e.g., [19] shows that around 30% of the observed routes
are not in agreement with the available routing policy datasets.

the monitors, in a sliding window of the last 10 months.
This list represents a historic view of observed (directed)
AS-links. The 10-month time frame should accommodate
the observation of most of the backup routes [25].

• AS-links list from local BGP routers: all the AS-links ob-
served in the BGP messages received by the BGP routers
of the network operating ARTEMIS. The list is collected by
connecting to the local BGP routers (e.g., via ExaBGP [29]
or with BGPStream and BMP [22], [59]), and receiving
every BGP update seen at them, or alternatively querying
a route server. This list is also updated continuously
within a 10-month sliding data window.

The detection algorithm is triggered when a monitor re-
ceives a BGP update (for a monitored prefix) whose
AS-PATH contains a N-hop (N ≥ 2) AS-link that is not
included in the previously verified AS-links list. ARTEMIS
checks if this link has been observed in the opposite direc-
tion in the AS-links list from monitors and/or AS-links list from
local BGP routers; if the reverse link is previously observed,
the event is labeled as legitimate. The rationale behind this
criterion is that while a hijacker (let, AS1) fakes an adjacency
with another AS (let, AS2) and the link AS2→AS1 appears in
the polluted routes, the opposite direction (i.e., AS1→AS2)
is not advertised by AS2 or other networks, and thus not
seen by any monitor. Hence, observing an AS-link in both
directions, indicates that the link is legitimate.

Note: It is impossible for an attacker controlling a single
AS to make a fake link appear in both directions in order to
evade the detection of Stage 18. Stage 1 would fail to identify
a fake link (i.e., false negative) only if a hijacker controls at
least two ASes (which violates our threat model and is out
of the scope of the paper), and announces both directions of
such a fake link for the same or different prefixes, and both
announcements are visible from the monitors.

The ARTEMIS detection algorithm for Type-N, N ≥ 2,
hijacks, is rarely triggered. To understand how often the
detection algorithm would be triggered, we ran our algo-
rithm on 1 month of real BGP data, emulating running
ARTEMIS for each and every AS announcing prefixes on
the Internet. Specifically, we processed all the BGP updates
observed by RIPE RIS and RouteViews monitors (a total of
427 ASes hosting at least 1 monitor each) between April
2016 and March 2017. Then, for each AS that originated
IPv4 or IPv6 prefixes in March 2017, we identified the links
appearing for the first time in paths towards their originated

8. The only way for AS1 to announce a path containing AS1→AS2
is to announce a path with a loop (e.g., AS1→AS2→ASX→AS1), but
ARTEMIS detects and discards announcements with loops instead of
adding them to the AS-links list from monitors list.
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•Triggered when: a BGP update (for a monitored prefix) whose AS-PATH 
contains a N-hop AS-link (N ≥ 2) that is not included in the previously 
verified AS-links list 

•Legitimate if this link has been observed in the opposite direction in the 
AS-links list from monitors and local BGP routers (10 months history).

<prefix: oAS, neighborAS, BAD_AS, …>   attack announcement

<any prefix: …, BAD_AS, neighborAS, …, BAD_AS, …>       pre-attack fails

<any prefix: …, BAD_AS, neighborAS, …, 2ndBAD_AS, …> pre-attack ok

Foundation for Research and Technology-Hellas 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Fig. 4: CDF of the number of new AS-links seen at the
monitor AS per day, per origin AS: (a) before and after
applying Stages 1 and 2 - ARTEMIS detection algorithm for
Type-N, N ≥ 2, is rarely triggered and Stage 1 dramatically
reduces the number of FP, while Stage 2 further reduces
this number; (b) after applying Stage 2 (Ts2 = 5 min), with
different thresholds for the minimum number of monitors
that see the suspicious event - requiring at least 2 (or more)
monitors to see the event, greatly reduces the number of FP.

prefixes, during the same month. Fig. 4(a) shows the CDF
(blue/dashed curve) of the number of new AS-links an
origin AS sees (through the monitor ASes) per day towards
its own prefixes: on average, within the month of March
2017, 73% of the origin ASes saw less than 2 new links per
day.

Stage 1 dramatically reduces the number of suspicious
events. We apply the filtering of Stage 1 to the previous
data; we considered only the AS-links list from monitors
(since we do not have access to the local routers of all
the ASes). Fig. 4(a) shows the CDF of the number of the
aforementioned events that fail Stage 1 (red/circles curve):
more than 80% of the origin ASes see less than 1 suspicious
event every 3 days.

5.4.2 Stage 2 (optional)

Stage 2 introduces an extra delay (Ts2) in exchange for (a)
refined filtering and (b) the ability to estimate the impact
of a suspicious event. To improve filtering of legitimate
events, we check if at the end of the Ts2 period, the new link
has appeared in the opposite direction in the BGP updates
received from the monitors and/or local routers. In other
words, if the new link really exists, then it is probable that it
is used also in the opposite direction and a route (containing
the opposite direction) will propagate to a monitor or a
local router after some time. The waiting interval Ts2 can
be configured by the operator (speed/accuracy trade-off);
here, we select Ts2 = 5 minutes, which is enough time for
the best BGP paths to converge on most of the monitors [38].

Stage 2 allows ARTEMIS to further reduce alerts for Type-
N, N ≥ 2, events. The black curve (square markers) in
Fig. 4(a) shows the CDF of the number of events detected as
suspicious at the end of Stage 2 when using the RouteViews
and RIPE RIS monitors. The improvement is more visible
in the lower part of the CDF, where, e.g., the percentage
of origin ASes that do not see more than 1 alert every 10
days goes from 33% to almost 40%. Note: we stress here that
the results of Fig. 4(a) are derived through emulation by

considering only the AS-links list from monitors but not the
information from local routers and therefore represent an
upper bound for the alert rate.

Local routers see significantly more links in the opposite
direction than monitors, thus further improving the fil-
tering of Stage 2. Using in Stage 2 the AS-links list from local
BGP routers as well, would further reduce suspicious events.
We investigate this effect through simulation: we introduce
a new link in the topology, and –after BGP converges and
monitors see the new link– we check whether the new link
is seen in the opposite direction by the local routers. Our
results show that the AS-links list from local BGP routers sees
the opposite direction of the new link in around 25% (2nd-
hop) and 30% (3rd-hop) of the cases, i.e., thus filtering 1-
2 orders of magnitude more Type-2 and Type-3 suspicious
events compared to the case of using only the AS-links list
from monitors (see Table. 5); in our simulation experiments,
both monitors and local routers rarely observe new links in
larger distances (N ≥ 4). This rich information that exists
locally, highlights further the gains from the self-operated
approach of ARTEMIS.

TABLE 5: Simulation results of the reduction (%) of false
positives by Stage 2, due to the information from monitors
and local routers.

position of new link: 2nd hop 3rd hop
only monitors 0.2% 4.6%

monitors+local router(s) 24.2% 31.8%

Stage 2 provides an estimate of the impact of the sus-
picious event. Waiting for BGP convergence allows Stage
2 to further discover how many monitors see the Type-N
suspicious event (i.e., the new suspicious link in a route
towards the operator’s prefix) and, therefore, estimate the
extent of the “pollution” in case the event is a hijack. When
Stage 2 is enabled, ARTEMIS uses this information to trigger
different alert modes and mitigation strategies based on the
configuration provided by the operator (§ 6).

Stage 2 –optionally– allows the operator to almost elimi-
nate false positives at the expense of a few false negatives
of negligible control-plane impact. The impact (“pollu-
tion”) estimate of Stage 2 can also be used to further reduce
false positives, by raising an alert only if the number of
monitors seeing the event is above a (user-selected) thresh-
old. In this way, ARTEMIS can completely ignore a large
number of uninteresting events (e.g., legitimate changes in
routing policies that appear as new links) at the expense of
potentially introducing false negatives that have negligible
visible impact on the control plane. This is demonstrated in
Fig. 4(b), which shows that the majority of the suspicious
events we observe in the Internet (same experiment from
Fig. 4(a)) are seen by only a single monitor.

Specifically, according to our experiment in Fig. 4(b), by
ignoring all new links observed at only one monitor, Stage
2 would have never generated an alert in the whole month
of March 2017 for 89% of the origin ASes (green curve).
Increasing the threshold further decreases alerts: if the op-
erator decides to ignore events seen by less than 4 monitors
(blue curve) then the percentage of origin ASes without
alerts reaches 95%, and for a threshold of 20 monitors (red

7

0.1 0.2   1   2  10
0

0.2

0.4

0.6

0.8

1

# New AS-links per day

C
D
F

total
after Stage 1
after Stage 2

(a)

0.1 0.2   1   2  10

0.2

0.4

0.6

0.8

0.9

1

# New AS-links per day

C
D
F

after Stage 2 (≥ 1 monitor)
after Stage 2 (≥ 2 monitors)
after Stage 2 (≥ 4 monitors)
after Stage 2 (≥ 20 monitors)

(b)

Fig. 4: CDF of the number of new AS-links seen at the
monitor AS per day, per origin AS: (a) before and after
applying Stages 1 and 2 - ARTEMIS detection algorithm for
Type-N, N ≥ 2, is rarely triggered and Stage 1 dramatically
reduces the number of FP, while Stage 2 further reduces
this number; (b) after applying Stage 2 (Ts2 = 5 min), with
different thresholds for the minimum number of monitors
that see the suspicious event - requiring at least 2 (or more)
monitors to see the event, greatly reduces the number of FP.

prefixes, during the same month. Fig. 4(a) shows the CDF
(blue/dashed curve) of the number of new AS-links an
origin AS sees (through the monitor ASes) per day towards
its own prefixes: on average, within the month of March
2017, 73% of the origin ASes saw less than 2 new links per
day.

Stage 1 dramatically reduces the number of suspicious
events. We apply the filtering of Stage 1 to the previous
data; we considered only the AS-links list from monitors
(since we do not have access to the local routers of all
the ASes). Fig. 4(a) shows the CDF of the number of the
aforementioned events that fail Stage 1 (red/circles curve):
more than 80% of the origin ASes see less than 1 suspicious
event every 3 days.

5.4.2 Stage 2 (optional)

Stage 2 introduces an extra delay (Ts2) in exchange for (a)
refined filtering and (b) the ability to estimate the impact
of a suspicious event. To improve filtering of legitimate
events, we check if at the end of the Ts2 period, the new link
has appeared in the opposite direction in the BGP updates
received from the monitors and/or local routers. In other
words, if the new link really exists, then it is probable that it
is used also in the opposite direction and a route (containing
the opposite direction) will propagate to a monitor or a
local router after some time. The waiting interval Ts2 can
be configured by the operator (speed/accuracy trade-off);
here, we select Ts2 = 5 minutes, which is enough time for
the best BGP paths to converge on most of the monitors [38].

Stage 2 allows ARTEMIS to further reduce alerts for Type-
N, N ≥ 2, events. The black curve (square markers) in
Fig. 4(a) shows the CDF of the number of events detected as
suspicious at the end of Stage 2 when using the RouteViews
and RIPE RIS monitors. The improvement is more visible
in the lower part of the CDF, where, e.g., the percentage
of origin ASes that do not see more than 1 alert every 10
days goes from 33% to almost 40%. Note: we stress here that
the results of Fig. 4(a) are derived through emulation by

considering only the AS-links list from monitors but not the
information from local routers and therefore represent an
upper bound for the alert rate.

Local routers see significantly more links in the opposite
direction than monitors, thus further improving the fil-
tering of Stage 2. Using in Stage 2 the AS-links list from local
BGP routers as well, would further reduce suspicious events.
We investigate this effect through simulation: we introduce
a new link in the topology, and –after BGP converges and
monitors see the new link– we check whether the new link
is seen in the opposite direction by the local routers. Our
results show that the AS-links list from local BGP routers sees
the opposite direction of the new link in around 25% (2nd-
hop) and 30% (3rd-hop) of the cases, i.e., thus filtering 1-
2 orders of magnitude more Type-2 and Type-3 suspicious
events compared to the case of using only the AS-links list
from monitors (see Table. 5); in our simulation experiments,
both monitors and local routers rarely observe new links in
larger distances (N ≥ 4). This rich information that exists
locally, highlights further the gains from the self-operated
approach of ARTEMIS.

TABLE 5: Simulation results of the reduction (%) of false
positives by Stage 2, due to the information from monitors
and local routers.

position of new link: 2nd hop 3rd hop
only monitors 0.2% 4.6%

monitors+local router(s) 24.2% 31.8%

Stage 2 provides an estimate of the impact of the sus-
picious event. Waiting for BGP convergence allows Stage
2 to further discover how many monitors see the Type-N
suspicious event (i.e., the new suspicious link in a route
towards the operator’s prefix) and, therefore, estimate the
extent of the “pollution” in case the event is a hijack. When
Stage 2 is enabled, ARTEMIS uses this information to trigger
different alert modes and mitigation strategies based on the
configuration provided by the operator (§ 6).

Stage 2 –optionally– allows the operator to almost elimi-
nate false positives at the expense of a few false negatives
of negligible control-plane impact. The impact (“pollu-
tion”) estimate of Stage 2 can also be used to further reduce
false positives, by raising an alert only if the number of
monitors seeing the event is above a (user-selected) thresh-
old. In this way, ARTEMIS can completely ignore a large
number of uninteresting events (e.g., legitimate changes in
routing policies that appear as new links) at the expense of
potentially introducing false negatives that have negligible
visible impact on the control plane. This is demonstrated in
Fig. 4(b), which shows that the majority of the suspicious
events we observe in the Internet (same experiment from
Fig. 4(a)) are seen by only a single monitor.

Specifically, according to our experiment in Fig. 4(b), by
ignoring all new links observed at only one monitor, Stage
2 would have never generated an alert in the whole month
of March 2017 for 89% of the origin ASes (green curve).
Increasing the threshold further decreases alerts: if the op-
erator decides to ignore events seen by less than 4 monitors
(blue curve) then the percentage of origin ASes without
alerts reaches 95%, and for a threshold of 20 monitors (red

•Stage 2
•Wait 5 minutes
•Recheck tables
•…
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Fig. 4: CDF of the number of new AS-links seen at the
monitor AS per day, per origin AS: (a) before and after
applying Stages 1 and 2 - ARTEMIS detection algorithm for
Type-N, N ≥ 2, is rarely triggered and Stage 1 dramatically
reduces the number of FP, while Stage 2 further reduces
this number; (b) after applying Stage 2 (Ts2 = 5 min), with
different thresholds for the minimum number of monitors
that see the suspicious event - requiring at least 2 (or more)
monitors to see the event, greatly reduces the number of FP.

prefixes, during the same month. Fig. 4(a) shows the CDF
(blue/dashed curve) of the number of new AS-links an
origin AS sees (through the monitor ASes) per day towards
its own prefixes: on average, within the month of March
2017, 73% of the origin ASes saw less than 2 new links per
day.

Stage 1 dramatically reduces the number of suspicious
events. We apply the filtering of Stage 1 to the previous
data; we considered only the AS-links list from monitors
(since we do not have access to the local routers of all
the ASes). Fig. 4(a) shows the CDF of the number of the
aforementioned events that fail Stage 1 (red/circles curve):
more than 80% of the origin ASes see less than 1 suspicious
event every 3 days.

5.4.2 Stage 2 (optional)

Stage 2 introduces an extra delay (Ts2) in exchange for (a)
refined filtering and (b) the ability to estimate the impact
of a suspicious event. To improve filtering of legitimate
events, we check if at the end of the Ts2 period, the new link
has appeared in the opposite direction in the BGP updates
received from the monitors and/or local routers. In other
words, if the new link really exists, then it is probable that it
is used also in the opposite direction and a route (containing
the opposite direction) will propagate to a monitor or a
local router after some time. The waiting interval Ts2 can
be configured by the operator (speed/accuracy trade-off);
here, we select Ts2 = 5 minutes, which is enough time for
the best BGP paths to converge on most of the monitors [38].

Stage 2 allows ARTEMIS to further reduce alerts for Type-
N, N ≥ 2, events. The black curve (square markers) in
Fig. 4(a) shows the CDF of the number of events detected as
suspicious at the end of Stage 2 when using the RouteViews
and RIPE RIS monitors. The improvement is more visible
in the lower part of the CDF, where, e.g., the percentage
of origin ASes that do not see more than 1 alert every 10
days goes from 33% to almost 40%. Note: we stress here that
the results of Fig. 4(a) are derived through emulation by

considering only the AS-links list from monitors but not the
information from local routers and therefore represent an
upper bound for the alert rate.

Local routers see significantly more links in the opposite
direction than monitors, thus further improving the fil-
tering of Stage 2. Using in Stage 2 the AS-links list from local
BGP routers as well, would further reduce suspicious events.
We investigate this effect through simulation: we introduce
a new link in the topology, and –after BGP converges and
monitors see the new link– we check whether the new link
is seen in the opposite direction by the local routers. Our
results show that the AS-links list from local BGP routers sees
the opposite direction of the new link in around 25% (2nd-
hop) and 30% (3rd-hop) of the cases, i.e., thus filtering 1-
2 orders of magnitude more Type-2 and Type-3 suspicious
events compared to the case of using only the AS-links list
from monitors (see Table. 5); in our simulation experiments,
both monitors and local routers rarely observe new links in
larger distances (N ≥ 4). This rich information that exists
locally, highlights further the gains from the self-operated
approach of ARTEMIS.

TABLE 5: Simulation results of the reduction (%) of false
positives by Stage 2, due to the information from monitors
and local routers.

position of new link: 2nd hop 3rd hop
only monitors 0.2% 4.6%

monitors+local router(s) 24.2% 31.8%

Stage 2 provides an estimate of the impact of the sus-
picious event. Waiting for BGP convergence allows Stage
2 to further discover how many monitors see the Type-N
suspicious event (i.e., the new suspicious link in a route
towards the operator’s prefix) and, therefore, estimate the
extent of the “pollution” in case the event is a hijack. When
Stage 2 is enabled, ARTEMIS uses this information to trigger
different alert modes and mitigation strategies based on the
configuration provided by the operator (§ 6).

Stage 2 –optionally– allows the operator to almost elimi-
nate false positives at the expense of a few false negatives
of negligible control-plane impact. The impact (“pollu-
tion”) estimate of Stage 2 can also be used to further reduce
false positives, by raising an alert only if the number of
monitors seeing the event is above a (user-selected) thresh-
old. In this way, ARTEMIS can completely ignore a large
number of uninteresting events (e.g., legitimate changes in
routing policies that appear as new links) at the expense of
potentially introducing false negatives that have negligible
visible impact on the control plane. This is demonstrated in
Fig. 4(b), which shows that the majority of the suspicious
events we observe in the Internet (same experiment from
Fig. 4(a)) are seen by only a single monitor.

Specifically, according to our experiment in Fig. 4(b), by
ignoring all new links observed at only one monitor, Stage
2 would have never generated an alert in the whole month
of March 2017 for 89% of the origin ASes (green curve).
Increasing the threshold further decreases alerts: if the op-
erator decides to ignore events seen by less than 4 monitors
(blue curve) then the percentage of origin ASes without
alerts reaches 95%, and for a threshold of 20 monitors (red
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Fig. 4: CDF of the number of new AS-links seen at the
monitor AS per day, per origin AS: (a) before and after
applying Stages 1 and 2 - ARTEMIS detection algorithm for
Type-N, N ≥ 2, is rarely triggered and Stage 1 dramatically
reduces the number of FP, while Stage 2 further reduces
this number; (b) after applying Stage 2 (Ts2 = 5 min), with
different thresholds for the minimum number of monitors
that see the suspicious event - requiring at least 2 (or more)
monitors to see the event, greatly reduces the number of FP.

prefixes, during the same month. Fig. 4(a) shows the CDF
(blue/dashed curve) of the number of new AS-links an
origin AS sees (through the monitor ASes) per day towards
its own prefixes: on average, within the month of March
2017, 73% of the origin ASes saw less than 2 new links per
day.

Stage 1 dramatically reduces the number of suspicious
events. We apply the filtering of Stage 1 to the previous
data; we considered only the AS-links list from monitors
(since we do not have access to the local routers of all
the ASes). Fig. 4(a) shows the CDF of the number of the
aforementioned events that fail Stage 1 (red/circles curve):
more than 80% of the origin ASes see less than 1 suspicious
event every 3 days.

5.4.2 Stage 2 (optional)

Stage 2 introduces an extra delay (Ts2) in exchange for (a)
refined filtering and (b) the ability to estimate the impact
of a suspicious event. To improve filtering of legitimate
events, we check if at the end of the Ts2 period, the new link
has appeared in the opposite direction in the BGP updates
received from the monitors and/or local routers. In other
words, if the new link really exists, then it is probable that it
is used also in the opposite direction and a route (containing
the opposite direction) will propagate to a monitor or a
local router after some time. The waiting interval Ts2 can
be configured by the operator (speed/accuracy trade-off);
here, we select Ts2 = 5 minutes, which is enough time for
the best BGP paths to converge on most of the monitors [38].

Stage 2 allows ARTEMIS to further reduce alerts for Type-
N, N ≥ 2, events. The black curve (square markers) in
Fig. 4(a) shows the CDF of the number of events detected as
suspicious at the end of Stage 2 when using the RouteViews
and RIPE RIS monitors. The improvement is more visible
in the lower part of the CDF, where, e.g., the percentage
of origin ASes that do not see more than 1 alert every 10
days goes from 33% to almost 40%. Note: we stress here that
the results of Fig. 4(a) are derived through emulation by

considering only the AS-links list from monitors but not the
information from local routers and therefore represent an
upper bound for the alert rate.

Local routers see significantly more links in the opposite
direction than monitors, thus further improving the fil-
tering of Stage 2. Using in Stage 2 the AS-links list from local
BGP routers as well, would further reduce suspicious events.
We investigate this effect through simulation: we introduce
a new link in the topology, and –after BGP converges and
monitors see the new link– we check whether the new link
is seen in the opposite direction by the local routers. Our
results show that the AS-links list from local BGP routers sees
the opposite direction of the new link in around 25% (2nd-
hop) and 30% (3rd-hop) of the cases, i.e., thus filtering 1-
2 orders of magnitude more Type-2 and Type-3 suspicious
events compared to the case of using only the AS-links list
from monitors (see Table. 5); in our simulation experiments,
both monitors and local routers rarely observe new links in
larger distances (N ≥ 4). This rich information that exists
locally, highlights further the gains from the self-operated
approach of ARTEMIS.

TABLE 5: Simulation results of the reduction (%) of false
positives by Stage 2, due to the information from monitors
and local routers.

position of new link: 2nd hop 3rd hop
only monitors 0.2% 4.6%

monitors+local router(s) 24.2% 31.8%

Stage 2 provides an estimate of the impact of the sus-
picious event. Waiting for BGP convergence allows Stage
2 to further discover how many monitors see the Type-N
suspicious event (i.e., the new suspicious link in a route
towards the operator’s prefix) and, therefore, estimate the
extent of the “pollution” in case the event is a hijack. When
Stage 2 is enabled, ARTEMIS uses this information to trigger
different alert modes and mitigation strategies based on the
configuration provided by the operator (§ 6).

Stage 2 –optionally– allows the operator to almost elimi-
nate false positives at the expense of a few false negatives
of negligible control-plane impact. The impact (“pollu-
tion”) estimate of Stage 2 can also be used to further reduce
false positives, by raising an alert only if the number of
monitors seeing the event is above a (user-selected) thresh-
old. In this way, ARTEMIS can completely ignore a large
number of uninteresting events (e.g., legitimate changes in
routing policies that appear as new links) at the expense of
potentially introducing false negatives that have negligible
visible impact on the control plane. This is demonstrated in
Fig. 4(b), which shows that the majority of the suspicious
events we observe in the Internet (same experiment from
Fig. 4(a)) are seen by only a single monitor.

Specifically, according to our experiment in Fig. 4(b), by
ignoring all new links observed at only one monitor, Stage
2 would have never generated an alert in the whole month
of March 2017 for 89% of the origin ASes (green curve).
Increasing the threshold further decreases alerts: if the op-
erator decides to ignore events seen by less than 4 monitors
(blue curve) then the percentage of origin ASes without
alerts reaches 95%, and for a threshold of 20 monitors (red

TYPE ≥ 2 HIJACKS

•Stage 2
•wait 5 minutes
•Recheck tables
•Optional: decisions based on 
observable impact

Foundation for Research and Technology-Hellas 
Inspire Group



MITIGATION
 in the paper: simulation + experiments on 

the actual Internet 

18

Center for Applied Internet Data Analysis 
University of California San Diego

w w w .caida.org

10

TABLE 6: Mean percentage of polluted ASes, when out-
sourcing BGP announcements to organizations providing
DDoS protection services; these organizations can provide
highly effective outsourced mitigation of BGP hijacking.

without top
outsourcing ISPs AK CF VE IN NE

Type0 50.0% 12.4% 2.4% 4.8% 5.0% 7.3% 11.0%
Type1 28.6% 8.2% 0.3% 0.8% 0.9% 2.3% 3.3%
Type2 16.9% 6.2% 0.2% 0.4% 0.4% 1.3% 1.1%
Type3 11.6% 4.5% 0.1% 0.4% 0.3% 1.1% 0.5%

TABLE 7: PEERING sites used in the experiments.

ID Network Location ASNs #peers
(transit) (IPv4)

AMS AMS-IX Amsterdam, NL 12859, 8283 74
GRN GRNet Athens, GR 5408 1
ISI Los Nettos Los Angeles, US 226 1

This holds also for the other hijack types, where the average
percentage of polluted ASes is reduced to 0.3% or less.

7 REAL-WORLD EXPERIMENTS

We setup and conduct real BGP prefix hijacking experiments
in the Internet (§ 7.1) using the PEERING testbed [10], [58].
We implemented a prototype of ARTEMIS, which we use
to detect and mitigate the hijacking events, and study the
actual detection and mitigation times observed (§ 7.2).

7.1 Experimental Setup

ARTEMIS prototype. The current prototype implementation
of ARTEMIS interacts with the streaming services through
the RIPE RIS socket.io API and telnet for BGPmon.
It receives streams of BGP updates (formatted in plain
text from RIPE RIS and XML format from BGPmon), and
keeps/filters only the BGP updates concerning the network-
owned prefixes. CAIDA’s BGPStream will soon support
reading from multiple streaming data sources simultane-
ously [22], [52] (including RIPE RIS socket.io and BMP feeds,
which RouteViews and others plan to make available at the
same time). We envision replacing the BGP feed interface of
our ARTEMIS implementation using CAIDA’s BGPStream
API.

Testbed. PEERING [10], [58] is a testbed that connects with
several real networks around the world, and enables its
users to announce routable IP prefixes from real ASNs to the
rest of the Internet; the IP prefixes and ASNs are owned by
PEERING, hence, announcements do not have any impact
on the connectivity of other networks.

In our experiments, we use the connections to three real
networks/sites (Table 7; data of Jun. 2017) that provide
transit connectivity to PEERING, which we select due to
their Internet connectivity characteristics. GRN and ISI re-
semble the connectivity of a typical small ISP in the real
Internet, while AMS resembles a large ISP. We are granted
authorization to announce the prefix 184.164.228.0/23 (as
well as its two /24 sub-prefixes), and use the AS numbers
61574 for the legitimate AS, 61575 for the hijacker AS, and
61576 for the outsourcing AS.

Methodology. Using the aforementioned ASNs, we create
three virtual ASes in PEERING: (i) the legitimate (or victim)
AS, (ii) the hijacker AS, and (ii) the outsourcing AS. For
each experiment, we connect each virtual AS to a different
site/network of Table 7, and proceed as follows.

1. Legitimate announcement. The legitimate (victim) AS an-
nounces the /23 IP prefix at time t0, using ARTEMIS to
monitor this prefix for potential hijacking events.

2. Hijacking Event. The hijacker AS hijacks (i.e., announces)
the /23 IP prefix at time th = t0 + 20min.

3. Detection. When a hijacked (illegitimate) route arrives at a
monitor, ARTEMIS detects the event at a time td (> th),
and immediately proceeds to its mitigation.

4. Mitigation. The legitimate AS announces the /24 sub-
prefixes (deaggregation), or the outsourcing AS announces
the /23 prefix (MOAS announcement) at time tm
(tm ≈ td).

Scenarios. We conduct experiments in several scenarios
of different hijacking and mitigation types, considering all
combinations of the following parameters:

• Location (i.e., connection to PEERING sites) of the legiti-
mate, hijacker, and outsourcing ASes.

• Hijacking event types: 0 (origin-AS), 1, and 2.
• Mitigation via deaggregation or MOAS announcements.

For brevity, we denote a scenario with three letters
{V,H,M}, indicating the location of the victim, hijacker,
and mitigator PEERING sites, respectively. For instance,
“{G,A,I}” denotes the experiment where the victim and
hijacker ASes are connected to GRN and AMS sites, re-
spectively, and mitigation is performed through BGP an-
nouncements from an outsourcing AS connected to ISI. In
deaggregation scenarios, the mitigation is self-operated by
the victim AS, thus the first and third letters are the same,
e.g., “{G,A,G}”. When we consider only the hijacking and
not the mitigation phase, we use only the first two letters,
e.g., “{G,A,*}”.

Monitoring the Experiments. In the ARTEMIS prototype
we use the BGPmon [7] and the RIPE RIS [13] streaming
services for the continuous real-time monitoring of the
Internet control plane and the detection of hijacking events.
In our experiments, we use the same services to monitor the
mitigation process as well.

The BGPStream framework provides BGP updates from
all the monitors of RIPE RIS and RouteViews, currently
with a delay of several minutes (see § 3). Hence, we use
BGPStream for a post-analysis of the experiments: after
the experiment we collect the BGP updates received by
the monitors during the experiment and analyze them.
We present these results, in addition to those from the
current real-time monitors, to demonstrate the performance
of ARTEMIS when more monitors turn real-time.

7.2 Experimental Results

We next analyze the results of our experiments, w.r.t. the
time needed by ARTEMIS to detect and mitigate hijacking
events in various scenarios.

•DIY: de-aggregate while you can!
•When you can’t, maybe ask help to the DoS mitigation guys
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TABLE 6: Mean percentage of polluted ASes, when out-
sourcing BGP announcements to organizations providing
DDoS protection services; these organizations can provide
highly effective outsourced mitigation of BGP hijacking.

without top
outsourcing ISPs AK CF VE IN NE

Type0 50.0% 12.4% 2.4% 4.8% 5.0% 7.3% 11.0%
Type1 28.6% 8.2% 0.3% 0.8% 0.9% 2.3% 3.3%
Type2 16.9% 6.2% 0.2% 0.4% 0.4% 1.3% 1.1%
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TABLE 7: PEERING sites used in the experiments.

ID Network Location ASNs #peers
(transit) (IPv4)

AMS AMS-IX Amsterdam, NL 12859, 8283 74
GRN GRNet Athens, GR 5408 1
ISI Los Nettos Los Angeles, US 226 1

This holds also for the other hijack types, where the average
percentage of polluted ASes is reduced to 0.3% or less.

7 REAL-WORLD EXPERIMENTS

We setup and conduct real BGP prefix hijacking experiments
in the Internet (§ 7.1) using the PEERING testbed [10], [58].
We implemented a prototype of ARTEMIS, which we use
to detect and mitigate the hijacking events, and study the
actual detection and mitigation times observed (§ 7.2).

7.1 Experimental Setup

ARTEMIS prototype. The current prototype implementation
of ARTEMIS interacts with the streaming services through
the RIPE RIS socket.io API and telnet for BGPmon.
It receives streams of BGP updates (formatted in plain
text from RIPE RIS and XML format from BGPmon), and
keeps/filters only the BGP updates concerning the network-
owned prefixes. CAIDA’s BGPStream will soon support
reading from multiple streaming data sources simultane-
ously [22], [52] (including RIPE RIS socket.io and BMP feeds,
which RouteViews and others plan to make available at the
same time). We envision replacing the BGP feed interface of
our ARTEMIS implementation using CAIDA’s BGPStream
API.

Testbed. PEERING [10], [58] is a testbed that connects with
several real networks around the world, and enables its
users to announce routable IP prefixes from real ASNs to the
rest of the Internet; the IP prefixes and ASNs are owned by
PEERING, hence, announcements do not have any impact
on the connectivity of other networks.

In our experiments, we use the connections to three real
networks/sites (Table 7; data of Jun. 2017) that provide
transit connectivity to PEERING, which we select due to
their Internet connectivity characteristics. GRN and ISI re-
semble the connectivity of a typical small ISP in the real
Internet, while AMS resembles a large ISP. We are granted
authorization to announce the prefix 184.164.228.0/23 (as
well as its two /24 sub-prefixes), and use the AS numbers
61574 for the legitimate AS, 61575 for the hijacker AS, and
61576 for the outsourcing AS.

Methodology. Using the aforementioned ASNs, we create
three virtual ASes in PEERING: (i) the legitimate (or victim)
AS, (ii) the hijacker AS, and (ii) the outsourcing AS. For
each experiment, we connect each virtual AS to a different
site/network of Table 7, and proceed as follows.

1. Legitimate announcement. The legitimate (victim) AS an-
nounces the /23 IP prefix at time t0, using ARTEMIS to
monitor this prefix for potential hijacking events.

2. Hijacking Event. The hijacker AS hijacks (i.e., announces)
the /23 IP prefix at time th = t0 + 20min.

3. Detection. When a hijacked (illegitimate) route arrives at a
monitor, ARTEMIS detects the event at a time td (> th),
and immediately proceeds to its mitigation.

4. Mitigation. The legitimate AS announces the /24 sub-
prefixes (deaggregation), or the outsourcing AS announces
the /23 prefix (MOAS announcement) at time tm
(tm ≈ td).

Scenarios. We conduct experiments in several scenarios
of different hijacking and mitigation types, considering all
combinations of the following parameters:

• Location (i.e., connection to PEERING sites) of the legiti-
mate, hijacker, and outsourcing ASes.

• Hijacking event types: 0 (origin-AS), 1, and 2.
• Mitigation via deaggregation or MOAS announcements.

For brevity, we denote a scenario with three letters
{V,H,M}, indicating the location of the victim, hijacker,
and mitigator PEERING sites, respectively. For instance,
“{G,A,I}” denotes the experiment where the victim and
hijacker ASes are connected to GRN and AMS sites, re-
spectively, and mitigation is performed through BGP an-
nouncements from an outsourcing AS connected to ISI. In
deaggregation scenarios, the mitigation is self-operated by
the victim AS, thus the first and third letters are the same,
e.g., “{G,A,G}”. When we consider only the hijacking and
not the mitigation phase, we use only the first two letters,
e.g., “{G,A,*}”.

Monitoring the Experiments. In the ARTEMIS prototype
we use the BGPmon [7] and the RIPE RIS [13] streaming
services for the continuous real-time monitoring of the
Internet control plane and the detection of hijacking events.
In our experiments, we use the same services to monitor the
mitigation process as well.

The BGPStream framework provides BGP updates from
all the monitors of RIPE RIS and RouteViews, currently
with a delay of several minutes (see § 3). Hence, we use
BGPStream for a post-analysis of the experiments: after
the experiment we collect the BGP updates received by
the monitors during the experiment and analyze them.
We present these results, in addition to those from the
current real-time monitors, to demonstrate the performance
of ARTEMIS when more monitors turn real-time.

7.2 Experimental Results

We next analyze the results of our experiments, w.r.t. the
time needed by ARTEMIS to detect and mitigate hijacking
events in various scenarios.
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•Open source
•Based on CAIDA BGPStream
•EU side of development sponsored by RIPE NCC
•Implementation challenges

•automated configuration
•mitigation
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