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Introduction
Hadoop at the NCC
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Lots of data

• RIPE Atlas generates a lot of measurement data 

• In totality, consumes ~66TB (compressed) 

• Stored on the NCC’s Hadoop cluster(s) 
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Lots of data

• We need tools that make exploration and analysis of this 
data easy 

• Apache Spark on Hadoop gets us part way there 
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Running an in-house Hadoop cluster is not easy

• Expenditure: hardware, rack space 

• Expenditure: system engineering, maintenance, uptime, 
patching, user requests, support 

• Expenditure: research engineering time
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Data Analysis is Exploratory

• Iterative development of an analysis is critical 

• Want this to be as tight a loop as possible 
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Atlas → Cloud
A prototype
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Why the cloud?

• The big three cloud platforms are many years old 
- they reduce expenditure on hardware and time 

- they have SLAs that help keep things running 

- they have all sorts of tooling ready to use (or not use, as we wish) 

• We’ve been prototyping against Google Cloud Platform 
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Prototyping data ingress
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Google Cloud Platform

• Cloud Storage 
- Avro files dropped in here, to be accessed by BigQuery 

• BigQuery 
- Data warehouse to store and query massive datasets enabling super-fast SQL 

queries using the Google infrastructure 

- BigQuery abstracts most everything away 
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    { 
"hop": 1, 

      "result": [ 
        { 
          "rtt": 2.728, 
          "ttl": 255, 
          "from": "193.0.10.2", 
          "size": 28 
        }, 
        { 
          "rtt": 2.011, 
          "ttl": 255, 
          "from": "193.0.10.2", 
          "size": 28 
        }, 
        { 
          "rtt": 1.628, 
          "ttl": 255, 
          "from": "193.0.10.2", 
          "size": 28 
        } 
      ] 
    }, 
   

   { 
      "hop": 2, 
      "result": [ 
        { 
          "rtt": 107.264, 
          "ttl": 62, 
          "from": "193.0.19.59", 
          "size": 68 
        }, 
        { 
          "rtt": 2.122, 
          "ttl": 62, 
          "from": "193.0.19.59", 
          "size": 68 
        }, 
        { 
          "rtt": 1.952, 
          "ttl": 62, 
          "from": "193.0.19.59", 
          "size": 68 
        } 
      ] 
    } 
  ] 
}

{ 
  "dst_addr": "193.0.19.59", 
  "type": "traceroute", 
  "dst_name": "193.0.19.59", 
  "msm_name": "Traceroute", 
  "timestamp": 1551700827, 
  "msm_id": 5030, 
  "src_addr": "193.0.10.36", 
  "prb_id": 6003, 
  "from": "193.0.10.36", 
  "endtime": 1551700831, 
  "result": [ 
   

Traceroute data includes nested results
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BigQuery table schema
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BigQuery table schema: example data
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Comparisons
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Comparisons

• apples vs. oranges 
- Python with Apache Spark, running on a private Hadoop cluster, vs 

- bigquery running on Google’s own public platform 
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Example 1

Count IPv6 addrs each probe 
ran traceroutes to in 1 day
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Example 1: pyspark

• Execution time: 
- 16-20 minutes (adhoc queue) 

- 5-6 minutes with a higher priority queue 
and the cluster isn’t loaded 
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Example 1: bigquery

• Execution time: 
- 4-5 seconds 
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Example 2
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Find lowest RTT between 
source and each hop 
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• Execution time: 

- ~30 minutes

Example 2: pyspark
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SELECT result.from AS IpAddress, prbId, MIN(result.rtt) AS minRtt 

FROM `data-test-194508.prod.traceroute_atlas_prod`, unnest (hops) AS hop, unnest 
(resultHops) AS result 

WHERE startTime >= TIMESTAMP("2019-02-15") and startTime < TIMESTAMP("2019-02-16") 

GROUP BY result.from, prbId
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• Execution time: 

- ~25 seconds

Example 2: bigquery
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Example 3
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Emile’s probe similarity work 
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• Execution time: 

- ~2 hours

Example 3: pyspark
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• Execution time: 

- ~25 minutes
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Example 3: bigquery
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• But the point is that the abstractions are hidden well by the 
language and processing time is faster 

• The end result: more rapid data analysis

Takeaways
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The Future



The Future

• This is prototype, exploratory work 
- putting other datasets in here, e.g., IPmap data, ping data, peeringdb data 

• Project not costed, etc, etc 

• But, it looks promising
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General Access to Data and Tooling?

• Most Atlas data is public, if not always easy to aggregate 

• If data is in a commodity cloud system, maybe it can be 
made more generally accessible 

• Give people access to all the data, and the platform’s 
tooling to operate over that data, easily 

• Get to the science faster?
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General Access to Data and Tooling?

• Charging models: the NCC provides the data, and 
researchers pay for compute cycles/network transit they use 

• Big vendors support open data initiatives with free storage: 
- https://aws.amazon.com/opendata/ 

- https://cloud.google.com/bigquery/public-data/ 

• This doesn’t have to be hosted on Google, but any 
commodity platform that people are familiar with opens up 
the measurement data 
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https://aws.amazon.com/opendata/
https://cloud.google.com/bigquery/public-data/


Questions?
Elena <edominguez@ripe.net>




