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Application Requirements Outpace Network Evolution

Massive rise Iin use over past decade across wide spectrum of use cases:
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Anatomy of a Video-Conferencing Session
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(1) Critical traffic on uplink

(2) Traversal of access networks

(3) Immediate QoE effects

WiFI |2‘ Anatomy of video conferencing
over wireless challenges QoE

QoE Degradation:

Frame Rate
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Athena Cross-Layer Measurement & Optimization
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5G Uplink causes high Latency and Jitter
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— Cellular uplink is primary contributor to high delay and jitter.
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5G Latency and Jitter Considered Harmful
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5G Capacity Changes Inflate Delay
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Expanding to the Physical Layer

5G Time-Division Duplex and Uplink Transmission
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5G Uplink Scheduling Causes Jitter
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(1) Proactive grants cause
delay spread at receliver
side resulting in jitter

(2) Audio packets sent
alongside video frames
are delayed by video

(3) Late BSR-triggered uplink
grants waste capacity
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5G Retransmissions Cause Jitter
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Athena Cross-Layer Optimization Opportunities
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Athena Cross-Layer Optimization Opportunities
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ATHENA: starting point for long arc of research uncovering and addressing
the intricacies of cutting-edge access networks
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ABSTRACT

Rapid delay variations in today’s access networks impair the
QoE of low-latency, interactive applications, such as video
conferencing. To tackle this problem, we propose Athena,
a framework that correlates high-resolution measurements
from Layer 1 to Layer 7 to remove the fog from the window
through which today’s video-conferencing congestion-control
algorithms see the network. This cross-layer view of the net-
work empowers the networking community to revisit and
re-evaluate their network designs and application scheduling
and rate-adaptation algorithms in light of the complex, het-
erogeneous networks that are in use today, paving the way for
network-aware applications and application-aware networks.
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1 INTRODUCTION

Interactive Video-Conferencing Applications (VCAs) such
as Google Meet [15] and Zoom [46] are ubiquitous [13], yet
unreliable [11, 30]. The vagaries of today’s heterogeneous
wireless access networks (4G, 5G, Wi-Fi, and low-earth orbit
satellite)—in particular their capacity and latency variations—
challenges VCAs’ estimation of these variables, frustrating
their task of encoding video and audio media streams that
match this capacity [3, 8, 9, 24, 28] to maximize interactive
video quality. Wireless access technologies are complex and
necessarily employ sophisticated methods to enable multiple
access to a shared medium and increase the reliability of data
transmission at the link layer. Yet these same methods intro-
duce various artifacts in the datagram stream higher layers see,
such as rapidly changing packet delays and link capacities.
Today, congestion control and VCA bit-rate adaptation algo-
rithms are largely oblivious to such artifacts and instead oper-
ate on the assumption of the generic bottleneck link model,
which has been used to design congestion-control algorithms
for decades [19]. While some proposals [12, 22, 42] leverage
machine learning-based approaches to deal with these hard-
to-predict artifacts, we show here that they still largely see a
clouded view of packet arrivals, filtered through a wireless net-
work that introduces a number of pathological-seeming—yet
in fact explainable—jitter patterns.

While the physical and link layers of the wireless network
know exactly their network state and can provide the nec-
essary millisecond-level telemetry information [14, 17, 23,
40, 43], today, this layer-specific information remains siloed
away from higher layers. If higher-layer algorithms (e.g., for
rate adaptation) had access to this information, they could
track and match physical capacity more accurately, resulting
in higher application performance. Conversely, higher layers
know best about their demands such that the physical layer
does not need to attempt to infer and predict future appli-
cation requirements. Consequently, in this paper, we argue
that (while functionality should remain within the respective
layer) we need APIs to open up layer-specific information to
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5G Latency and Jitter Considered Harmful
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Athena Application and Network Layer Measurements
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5G Uplink causes high Latency and Jitter
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