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Three Tools
 ShaperProbe: End-to-end detection of traffic shaping

 GATech, M-Lab (under submission)

 Pythia: Detection, localization, diagnosis of 
performance problems

 GATech, DoE (early work; 4 months)

 Troubleshooting home wireless networks

 GATech, Intel Labs, CMU (early work; 6 months)
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ShaperProbe: 
End-to-End Detection of 

Traffic Shaping
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In this part..

 Detecting traffic shapers using active probing 
(ShaperProbe tool)

 ISP case studies
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What is Traffic Shaping?
 Practice of dropping link speeds after a burst period

 smoothes traffic

 helps in managing/reducing congestion

 pricing service tiers using shared infrastructure

 Why detect shaping?

 SLA verification (customers)

 configuration testing (operators) Upload: 7Mbps -> 2Mbps
in 8s
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 Implemented using a Token Bucket at a link

 accumulates tokens (bytes) at certain rate (bytes/s)

 services packet when it has sufficient tokens

 Cisco devices: rate-limit command

 Shapers vs. Policers:

 shapers queue packets waiting for tokens; policers drop

 we detect both

Traffic Shapers

Tokens

Packets

Token
Bucket

Configuration: burst size, shaping rate
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ShaperProbe: Design
 Sender (S) sends a constant-rate stream at rate C to receiver (R)

 R estimates received rate in small intervals

 Probing stops when either:

 R sees a level shift in timeseries, or

 after 60s

Internet

S R
send rate = 

path capacity (C)

7

7Friday, February 11, 2011



 Probing rate = path capacity C

 We estimate path capacity C before probing:

 S sends packet trains of N back-to-back packets

 R estimates capacity by measuring dispersion     of 
each train: 

Design: Capacity
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Figure 1: Active probing: Level shift detection.

of received rate measurements after β:

ρ̂ = R̃r(i)
i=β+1...n

(4)

The token bucket depth (burst size) σ is estimated from
the number of bytes sent till τth time interval. We
estimate a range for σ, since we discretize time into ∆
intervals, based on the estimate of ρ and the received
rates:

σ̂ =
τ∑

i=1

[R(i) − ρ̂]∆ ±
[R(i) − ρ̂] ∆

2
(5)

We assume in this discussion that the sent rate was
always higher than ρ. We design our active probing
tool to be able to send at a constant rate close to the
narrow link capacity.

2.3 Parameter Selection

We choose the parameters ∆, nL, nR, and γ empiri-
cally, based on our experience with shaping detections
in ISPs. Some of the parameters have been revised over
new releases of ShaperProbe, and the current values are
as follows.

We first fix the probing duration Λ so that we detect
as many ISP shaping configurations as possible, while
at the same time keeping the total experiment dura-
tion reasonable. We found that Λ = 60s works well
in practice for both upstream and downstream direc-
tions. Next, the time window size ∆ is chosen so that
it is large enough to offset estimation noise in Rr and
small enough to include sufficient rate samples for de-
tecting a level shift in a probing time of Λ. We found
∆ = 300ms works well for ISP shaping configurations.
Based on empirically observed token bucket depths, we
chose nL = 3 points. We choose nR = 8 points in order
to be confident that the level shift was due to a shaper
and not a temporal drop in rate (while keeping the prob-
ing duration small). Finally, we choose γ = 1.1 based on
observations of ratio of capacity and shaping rate. Note
that a conservative (low) γ works in practice, since we

require a number of points before and after level shift,
and since we send a constant rate probing stream.

3. IMPLEMENTING SHAPERPROBE

We have assumed in the discussion above that we
have an estimate of the narrow link capacity. In prac-
tice, we can have cross traffic in the path, last mile
wireless links, and end-host effects which can add signif-
icantly to probing and measurement noise. In this sec-
tion, we describe the tool design and our experience in
improving measurement accuracy, reliability and miti-
gating noise, as well as our implementation of the Shaper-
Probe service [11], which has been operational on M-
Lab since May 2009.

3.1 Capacity Estimation

We require an estimate of the narrow link capacity
on the SND → RCV path before we probe for traffic
shapers. The reason is that we want to minimize in-
trusiveness and not create persistent queue backlogs in
the path due to our probing. We implement capacity
estimation as a pre-probing phase.

We estimate capacity using UDP packet trains. Specif-
ically, SND sends a packet train of N MTU-sized (size
S) back-to-back packets {p1, p2 . . . pN} to RCV. After
receiving the train, RCV estimates the narrow link ca-
pacity using the train dispersion δ (calculated as the
difference between timestamps of pN and p1):

Ĉ =
(N − 1)S

δ

We repeat this measurement for K trains and deter-
mine the path capacity as the median of the K train
estimates. In our implementation, we use N = 50 pack-
ets and K = 10 trains. Note that if we do not receive a
part of the train2, we use N as the number of received
packets, and δ is computed as the dispersion of the re-
ceived train. Also, since we cannot probe at high rates
on commodity hardware at userspace, we truncate ca-
pacity estimates to 95Mbps, and report to the user that
the link capacity is larger than 100Mbps.

In practice, we found that the above methodology
works well for wired end-hosts, but tends to incorrectly
estimate the narrow link capacity in the downstream
direction when the last mile is a wireless (802.11x) hop
- in cases where the narrow link is not the wireless link.
This overestimation3 occurs because of the non-work-
conserving contention delay process in CSMA/CA ac-
cess links, due to which a downstream train may have
to wait until the channel is free [19]. We also observed
differences in overestimates with some 802.11g NICs de-

2We use a timeout of 1s to receive each packet of the train.
3Typical downstream train overestimates on 802.11g are in
the range 25-35Mbps, close to the L2 channel throughput.
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We require an estimate of the narrow link capacity
on the SND → RCV path before we probe for traffic
shapers. The reason is that we want to minimize in-
trusiveness and not create persistent queue backlogs in
the path due to our probing. We implement capacity
estimation as a pre-probing phase.

We estimate capacity using UDP packet trains. Specif-
ically, SND sends a packet train of N MTU-sized (size
S) back-to-back packets {p1, p2 . . . pN} to RCV. After
receiving the train, RCV estimates the narrow link ca-
pacity using the train dispersion δ (calculated as the
difference between timestamps of pN and p1):
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(N − 1)S
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We repeat this measurement for K trains and deter-
mine the path capacity as the median of the K train
estimates. In our implementation, we use N = 50 pack-
ets and K = 10 trains. Note that if we do not receive a
part of the train2, we use N as the number of received
packets, and δ is computed as the dispersion of the re-
ceived train. Also, since we cannot probe at high rates
on commodity hardware at userspace, we truncate ca-
pacity estimates to 95Mbps, and report to the user that
the link capacity is larger than 100Mbps.
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works well for wired end-hosts, but tends to incorrectly
estimate the narrow link capacity in the downstream
direction when the last mile is a wireless (802.11x) hop
- in cases where the narrow link is not the wireless link.
This overestimation3 occurs because of the non-work-
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We assume in this discussion that the sent rate was
always higher than ρ. We design our active probing
tool to be able to send at a constant rate close to the
narrow link capacity.

2.3 Parameter Selection

We choose the parameters ∆, nL, nR, and γ empiri-
cally, based on our experience with shaping detections
in ISPs. Some of the parameters have been revised over
new releases of ShaperProbe, and the current values are
as follows.

We first fix the probing duration Λ so that we detect
as many ISP shaping configurations as possible, while
at the same time keeping the total experiment dura-
tion reasonable. We found that Λ = 60s works well
in practice for both upstream and downstream direc-
tions. Next, the time window size ∆ is chosen so that
it is large enough to offset estimation noise in Rr and
small enough to include sufficient rate samples for de-
tecting a level shift in a probing time of Λ. We found
∆ = 300ms works well for ISP shaping configurations.
Based on empirically observed token bucket depths, we
chose nL = 3 points. We choose nR = 8 points in order
to be confident that the level shift was due to a shaper
and not a temporal drop in rate (while keeping the prob-
ing duration small). Finally, we choose γ = 1.1 based on
observations of ratio of capacity and shaping rate. Note
that a conservative (low) γ works in practice, since we

require a number of points before and after level shift,
and since we send a constant rate probing stream.
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Probe service [11], which has been operational on M-
Lab since May 2009.
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We require an estimate of the narrow link capacity
on the SND → RCV path before we probe for traffic
shapers. The reason is that we want to minimize in-
trusiveness and not create persistent queue backlogs in
the path due to our probing. We implement capacity
estimation as a pre-probing phase.
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ically, SND sends a packet train of N MTU-sized (size
S) back-to-back packets {p1, p2 . . . pN} to RCV. After
receiving the train, RCV estimates the narrow link ca-
pacity using the train dispersion δ (calculated as the
difference between timestamps of pN and p1):
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We repeat this measurement for K trains and deter-
mine the path capacity as the median of the K train
estimates. In our implementation, we use N = 50 pack-
ets and K = 10 trains. Note that if we do not receive a
part of the train2, we use N as the number of received
packets, and δ is computed as the dispersion of the re-
ceived train. Also, since we cannot probe at high rates
on commodity hardware at userspace, we truncate ca-
pacity estimates to 95Mbps, and report to the user that
the link capacity is larger than 100Mbps.

In practice, we found that the above methodology
works well for wired end-hosts, but tends to incorrectly
estimate the narrow link capacity in the downstream
direction when the last mile is a wireless (802.11x) hop
- in cases where the narrow link is not the wireless link.
This overestimation3 occurs because of the non-work-
conserving contention delay process in CSMA/CA ac-
cess links, due to which a downstream train may have
to wait until the channel is free [19]. We also observed
differences in overestimates with some 802.11g NICs de-

2We use a timeout of 1s to receive each packet of the train.
3Typical downstream train overestimates on 802.11g are in
the range 25-35Mbps, close to the L2 channel throughput.
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of received rate measurements after β:

ρ̂ = R̃r(i)
i=β+1...n

(4)

The token bucket depth (burst size) σ is estimated from
the number of bytes sent till τth time interval. We
estimate a range for σ, since we discretize time into ∆
intervals, based on the estimate of ρ and the received
rates:
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We assume in this discussion that the sent rate was
always higher than ρ. We design our active probing
tool to be able to send at a constant rate close to the
narrow link capacity.

2.3 Parameter Selection

We choose the parameters ∆, nL, nR, and γ empiri-
cally, based on our experience with shaping detections
in ISPs. Some of the parameters have been revised over
new releases of ShaperProbe, and the current values are
as follows.

We first fix the probing duration Λ so that we detect
as many ISP shaping configurations as possible, while
at the same time keeping the total experiment dura-
tion reasonable. We found that Λ = 60s works well
in practice for both upstream and downstream direc-
tions. Next, the time window size ∆ is chosen so that
it is large enough to offset estimation noise in Rr and
small enough to include sufficient rate samples for de-
tecting a level shift in a probing time of Λ. We found
∆ = 300ms works well for ISP shaping configurations.
Based on empirically observed token bucket depths, we
chose nL = 3 points. We choose nR = 8 points in order
to be confident that the level shift was due to a shaper
and not a temporal drop in rate (while keeping the prob-
ing duration small). Finally, we choose γ = 1.1 based on
observations of ratio of capacity and shaping rate. Note
that a conservative (low) γ works in practice, since we

require a number of points before and after level shift,
and since we send a constant rate probing stream.

3. IMPLEMENTING SHAPERPROBE

We have assumed in the discussion above that we
have an estimate of the narrow link capacity. In prac-
tice, we can have cross traffic in the path, last mile
wireless links, and end-host effects which can add signif-
icantly to probing and measurement noise. In this sec-
tion, we describe the tool design and our experience in
improving measurement accuracy, reliability and miti-
gating noise, as well as our implementation of the Shaper-
Probe service [11], which has been operational on M-
Lab since May 2009.

3.1 Capacity Estimation

We require an estimate of the narrow link capacity
on the SND → RCV path before we probe for traffic
shapers. The reason is that we want to minimize in-
trusiveness and not create persistent queue backlogs in
the path due to our probing. We implement capacity
estimation as a pre-probing phase.

We estimate capacity using UDP packet trains. Specif-
ically, SND sends a packet train of N MTU-sized (size
S) back-to-back packets {p1, p2 . . . pN} to RCV. After
receiving the train, RCV estimates the narrow link ca-
pacity using the train dispersion δ (calculated as the
difference between timestamps of pN and p1):

Ĉ =
(N − 1)S

δ

We repeat this measurement for K trains and deter-
mine the path capacity as the median of the K train
estimates. In our implementation, we use N = 50 pack-
ets and K = 10 trains. Note that if we do not receive a
part of the train2, we use N as the number of received
packets, and δ is computed as the dispersion of the re-
ceived train. Also, since we cannot probe at high rates
on commodity hardware at userspace, we truncate ca-
pacity estimates to 95Mbps, and report to the user that
the link capacity is larger than 100Mbps.

In practice, we found that the above methodology
works well for wired end-hosts, but tends to incorrectly
estimate the narrow link capacity in the downstream
direction when the last mile is a wireless (802.11x) hop
- in cases where the narrow link is not the wireless link.
This overestimation3 occurs because of the non-work-
conserving contention delay process in CSMA/CA ac-
cess links, due to which a downstream train may have
to wait until the channel is free [19]. We also observed
differences in overestimates with some 802.11g NICs de-

2We use a timeout of 1s to receive each packet of the train.
3Typical downstream train overestimates on 802.11g are in
the range 25-35Mbps, close to the L2 channel throughput.
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Design: Classification

 The probing stream can be designed to emulate 
well-known applications:

 change payload, etc.

 e.g., Skype, BitTorrent, ...

 some applications may be more likely to be shaped 
by ISP
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Detecting Shaping
 Shaping is characterized by a level shift in received 

rate

 we observe rate in intervals of 300ms

 Level shift point if:

 all points before > all points after

 min. # points before and after

 “large” drop in median rate (factor of 1.1):
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Figure 1: Active probing: Level shift detection.

of received rate measurements after β:

ρ̂ = R̃r(i)
i=β+1...n

(4)

The token bucket depth (burst size) σ is estimated from
the number of bytes sent till τth time interval. We
estimate a range for σ, since we discretize time into ∆
intervals, based on the estimate of ρ and the received
rates:

σ̂ =
τ∑

i=1

[R(i) − ρ̂]∆ ±
[R(i) − ρ̂] ∆

2
(5)

We assume in this discussion that the sent rate was
always higher than ρ. We design our active probing
tool to be able to send at a constant rate close to the
narrow link capacity.

2.3 Parameter Selection

We choose the parameters ∆, nL, nR, and γ empiri-
cally, based on our experience with shaping detections
in ISPs. Some of the parameters have been revised over
new releases of ShaperProbe, and the current values are
as follows.

We first fix the probing duration Λ so that we detect
as many ISP shaping configurations as possible, while
at the same time keeping the total experiment dura-
tion reasonable. We found that Λ = 60s works well
in practice for both upstream and downstream direc-
tions. Next, the time window size ∆ is chosen so that
it is large enough to offset estimation noise in Rr and
small enough to include sufficient rate samples for de-
tecting a level shift in a probing time of Λ. We found
∆ = 300ms works well for ISP shaping configurations.
Based on empirically observed token bucket depths, we
chose nL = 3 points. We choose nR = 8 points in order
to be confident that the level shift was due to a shaper
and not a temporal drop in rate (while keeping the prob-
ing duration small). Finally, we choose γ = 1.1 based on
observations of ratio of capacity and shaping rate. Note
that a conservative (low) γ works in practice, since we

require a number of points before and after level shift,
and since we send a constant rate probing stream.

3. IMPLEMENTING SHAPERPROBE

We have assumed in the discussion above that we
have an estimate of the narrow link capacity. In prac-
tice, we can have cross traffic in the path, last mile
wireless links, and end-host effects which can add signif-
icantly to probing and measurement noise. In this sec-
tion, we describe the tool design and our experience in
improving measurement accuracy, reliability and miti-
gating noise, as well as our implementation of the Shaper-
Probe service [11], which has been operational on M-
Lab since May 2009.

3.1 Capacity Estimation

We require an estimate of the narrow link capacity
on the SND → RCV path before we probe for traffic
shapers. The reason is that we want to minimize in-
trusiveness and not create persistent queue backlogs in
the path due to our probing. We implement capacity
estimation as a pre-probing phase.

We estimate capacity using UDP packet trains. Specif-
ically, SND sends a packet train of N MTU-sized (size
S) back-to-back packets {p1, p2 . . . pN} to RCV. After
receiving the train, RCV estimates the narrow link ca-
pacity using the train dispersion δ (calculated as the
difference between timestamps of pN and p1):

Ĉ =
(N − 1)S

δ

We repeat this measurement for K trains and deter-
mine the path capacity as the median of the K train
estimates. In our implementation, we use N = 50 pack-
ets and K = 10 trains. Note that if we do not receive a
part of the train2, we use N as the number of received
packets, and δ is computed as the dispersion of the re-
ceived train. Also, since we cannot probe at high rates
on commodity hardware at userspace, we truncate ca-
pacity estimates to 95Mbps, and report to the user that
the link capacity is larger than 100Mbps.

In practice, we found that the above methodology
works well for wired end-hosts, but tends to incorrectly
estimate the narrow link capacity in the downstream
direction when the last mile is a wireless (802.11x) hop
- in cases where the narrow link is not the wireless link.
This overestimation3 occurs because of the non-work-
conserving contention delay process in CSMA/CA ac-
cess links, due to which a downstream train may have
to wait until the channel is free [19]. We also observed
differences in overestimates with some 802.11g NICs de-

2We use a timeout of 1s to receive each packet of the train.
3Typical downstream train overestimates on 802.11g are in
the range 25-35Mbps, close to the L2 channel throughput.

3

bound of the service rate.
The contribution of this paper is threefold. First,

we develop an active end-to-end detection mechanism,
referred to as ShaperProbe, that can infer whether a
particular path is subject to traffic shaping, and in
that case, estimate the shaper characteristics C, ρ and
σ. Second, we analyze results from a large-scale de-
ployment of ShaperProbe on M-Lab over the last few
months, detecting traffic shaping in several major ISPs.
Our deployment received about 35,000 runs over the
last 10 months from more than 1,100 ISPs. Third, we
modify the ShaperProbe detection algorithm so that it
can be applied passively on the traffic of any TCP-based
application. This approach can be used to detect if an
ISP shapes the traffic of specific applications. We ap-
ply this passive method in NDT traces [9] collected at
M-Lab.

The rest of this paper is structured as follows. Sec-
tion 2 describes the active detection method. Section
3 discusses implementation and deployment of Shaper-
Probe, and some of the measurement systems issues we
had to tackle over revisions of the tool. Section 4 looks
at the data we collected from ShaperProbe using case
studies of four ISPs. Section 5 describes the passive
detection method, and Section 6 applies the method to
NDT traces. Section 7 covers related work. We con-
clude in Section 8.

2. ACTIVE METHOD

The active probing method is an end-to-end process
where the sender SND sends packets on the network
path to the receiver RCV. We diagnose traffic shaping
for the path SND → RCV on an end-to-end basis at
RCV. Suppose that the narrow link capacity on the
path is C, and that the sender probes at a constant bit
rate Rs = C.

The receiver RCV records the received rate timeseries
Rr(t). We compute Rr(t) by discretizing time into fixed
size non-overlapping intervals of size ∆. For simplicity,
assume that the probing starts at t = 0, and that in-
tervals are numbered as positive integers i ≥ 1. The
i’th interval includes all packets received in the interval
[(i − 1)∆, i∆), where packet timestamps are taken at
RCV upon receipt of the last bit of each packet. The
discretized received rate timeseries Rr(i) is estimated
as the total bytes received in interval i divided by ∆.
Note that this estimator of Rr(t) can result in a max-
imum error of ε = ±S/∆ where S is the MTU packet
size. By choosing a reasonably large ∆, we can reduce
the magnitude of ε relative to the true received rate.

In the presence of a token bucket traffic shaper (or
policer) on SND → RCV, there exists a value of i > 1
at which the received rate timeseries Rr(i) undergoes a
level shift to a lower value. Our goal is to detect the
presence of a level shift, and estimate the token bucket

parameters using Rr(i).

2.1 Detection

We want to detect a level shift in Rr in real-time
(as we compute the received rate in each new interval).
Note that the receiver RCV is also receiving (and times-
tamping) packets during this process. Hence, our detec-
tion method has to be simple. Our detection methods
rely on nonparametric methods to be robust to outliers
[14]. We use rank statistics of Rr to detect level shifts.

Suppose that we have estimated n values of Rr so far
(in other words, the probing duration is n∆). At the
start of each new interval n+1 (receipt of first packet in
the interval), we compute Rr(n) and update the ranks
r(i) of Rr(i) for i = 1 . . . n as follows: we increment
r(i) by one if Rr(i) > Rr(n). Ties in Rr are broken
by assigning the same rank and skipping the next rank
value. We then assign rank r(n) to be the minimum of
ranks r(1) . . . r(n − 1) before they were updated (if no
ranks were updated, r(n) = n + 1). We call τ as the
start of level shift if all of the following three conditions
hold true (for the smallest such index).

First, all ranks to the left of τ are equal to or higher
than all ranks to the right of τ :

min
i=1...τ−1

r(i) ≥ max
j=τ+1...n

r(j) (1)

Second, we have observed a minimum time duration
before and after the current rate measurement:

nL < τ < n − nR (2)

The value of nL is chosen based on empirical obser-
vations of burst durations in ISPs, and nR is a sanity
check to ensure that the drop in rate is not a temporal
variation (e.g., due to cross traffic). Third, we require
that there is a drop in the median rate at point τ :

R̃r(i)
i=1...τ

> γ R̃r(j)
j=τ ...n

(3)

where R̃r denotes the median, and γ is a suitable thresh-
old. We use the nonparametric median rate instead
of the mean so that we are not heavily influenced by
the magnitude of temporal drops in rate. We choose γ
based on empirical observations of capacities and shap-
ing rates in ISPs. Note that we include τ in both median
estimates.

Similarly, we detect the end of level shift index β such
that β ≥ τ and β is the last point which satisfies the
rate condition in Equation 1. Figure 1 illustrates the
two level shift indices.

2.2 Estimation

We estimate the token bucket parameters given a rate
timeseries Rr and the start and end level shift indices
τ and β after we detect a level shift. The token gener-
ation rate (shaping rate) ρ is estimated as the median
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Shaping Configuration
 We estimate shaping parameters in case of 

shaping:

 shaping rate: median rate after level shift

 burst size: based on bytes sent before level shift
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Figure 1: Active probing: Level shift detection.

of received rate measurements after β:

ρ̂ = R̃r(i)
i=β+1...n

(4)

The token bucket depth (burst size) σ is estimated from
the number of bytes sent till τth time interval. We
estimate a range for σ, since we discretize time into ∆
intervals, based on the estimate of ρ and the received
rates:

σ̂ =
τ∑

i=1

[R(i) − ρ̂]∆ ±
[R(i) − ρ̂] ∆

2
(5)

We assume in this discussion that the sent rate was
always higher than ρ. We design our active probing
tool to be able to send at a constant rate close to the
narrow link capacity.

2.3 Parameter Selection

We choose the parameters ∆, nL, nR, and γ empiri-
cally, based on our experience with shaping detections
in ISPs. Some of the parameters have been revised over
new releases of ShaperProbe, and the current values are
as follows.

We first fix the probing duration Λ so that we detect
as many ISP shaping configurations as possible, while
at the same time keeping the total experiment dura-
tion reasonable. We found that Λ = 60s works well
in practice for both upstream and downstream direc-
tions. Next, the time window size ∆ is chosen so that
it is large enough to offset estimation noise in Rr and
small enough to include sufficient rate samples for de-
tecting a level shift in a probing time of Λ. We found
∆ = 300ms works well for ISP shaping configurations.
Based on empirically observed token bucket depths, we
chose nL = 3 points. We choose nR = 8 points in order
to be confident that the level shift was due to a shaper
and not a temporal drop in rate (while keeping the prob-
ing duration small). Finally, we choose γ = 1.1 based on
observations of ratio of capacity and shaping rate. Note
that a conservative (low) γ works in practice, since we

require a number of points before and after level shift,
and since we send a constant rate probing stream.

3. IMPLEMENTING SHAPERPROBE

We have assumed in the discussion above that we
have an estimate of the narrow link capacity. In prac-
tice, we can have cross traffic in the path, last mile
wireless links, and end-host effects which can add signif-
icantly to probing and measurement noise. In this sec-
tion, we describe the tool design and our experience in
improving measurement accuracy, reliability and miti-
gating noise, as well as our implementation of the Shaper-
Probe service [11], which has been operational on M-
Lab since May 2009.

3.1 Capacity Estimation

We require an estimate of the narrow link capacity
on the SND → RCV path before we probe for traffic
shapers. The reason is that we want to minimize in-
trusiveness and not create persistent queue backlogs in
the path due to our probing. We implement capacity
estimation as a pre-probing phase.

We estimate capacity using UDP packet trains. Specif-
ically, SND sends a packet train of N MTU-sized (size
S) back-to-back packets {p1, p2 . . . pN} to RCV. After
receiving the train, RCV estimates the narrow link ca-
pacity using the train dispersion δ (calculated as the
difference between timestamps of pN and p1):

Ĉ =
(N − 1)S

δ

We repeat this measurement for K trains and deter-
mine the path capacity as the median of the K train
estimates. In our implementation, we use N = 50 pack-
ets and K = 10 trains. Note that if we do not receive a
part of the train2, we use N as the number of received
packets, and δ is computed as the dispersion of the re-
ceived train. Also, since we cannot probe at high rates
on commodity hardware at userspace, we truncate ca-
pacity estimates to 95Mbps, and report to the user that
the link capacity is larger than 100Mbps.

In practice, we found that the above methodology
works well for wired end-hosts, but tends to incorrectly
estimate the narrow link capacity in the downstream
direction when the last mile is a wireless (802.11x) hop
- in cases where the narrow link is not the wireless link.
This overestimation3 occurs because of the non-work-
conserving contention delay process in CSMA/CA ac-
cess links, due to which a downstream train may have
to wait until the channel is free [19]. We also observed
differences in overestimates with some 802.11g NICs de-

2We use a timeout of 1s to receive each packet of the train.
3Typical downstream train overestimates on 802.11g are in
the range 25-35Mbps, close to the L2 channel throughput.
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(4)

The token bucket depth (burst size) σ is estimated from
the number of bytes sent till τth time interval. We
estimate a range for σ, since we discretize time into ∆
intervals, based on the estimate of ρ and the received
rates:

σ̂ =
τ∑

i=1

[R(i) − ρ̂]∆ ±
[R(i) − ρ̂] ∆
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(5)

We assume in this discussion that the sent rate was
always higher than ρ. We design our active probing
tool to be able to send at a constant rate close to the
narrow link capacity.

2.3 Parameter Selection

We choose the parameters ∆, nL, nR, and γ empiri-
cally, based on our experience with shaping detections
in ISPs. Some of the parameters have been revised over
new releases of ShaperProbe, and the current values are
as follows.

We first fix the probing duration Λ so that we detect
as many ISP shaping configurations as possible, while
at the same time keeping the total experiment dura-
tion reasonable. We found that Λ = 60s works well
in practice for both upstream and downstream direc-
tions. Next, the time window size ∆ is chosen so that
it is large enough to offset estimation noise in Rr and
small enough to include sufficient rate samples for de-
tecting a level shift in a probing time of Λ. We found
∆ = 300ms works well for ISP shaping configurations.
Based on empirically observed token bucket depths, we
chose nL = 3 points. We choose nR = 8 points in order
to be confident that the level shift was due to a shaper
and not a temporal drop in rate (while keeping the prob-
ing duration small). Finally, we choose γ = 1.1 based on
observations of ratio of capacity and shaping rate. Note
that a conservative (low) γ works in practice, since we

require a number of points before and after level shift,
and since we send a constant rate probing stream.

3. IMPLEMENTING SHAPERPROBE

We have assumed in the discussion above that we
have an estimate of the narrow link capacity. In prac-
tice, we can have cross traffic in the path, last mile
wireless links, and end-host effects which can add signif-
icantly to probing and measurement noise. In this sec-
tion, we describe the tool design and our experience in
improving measurement accuracy, reliability and miti-
gating noise, as well as our implementation of the Shaper-
Probe service [11], which has been operational on M-
Lab since May 2009.

3.1 Capacity Estimation

We require an estimate of the narrow link capacity
on the SND → RCV path before we probe for traffic
shapers. The reason is that we want to minimize in-
trusiveness and not create persistent queue backlogs in
the path due to our probing. We implement capacity
estimation as a pre-probing phase.

We estimate capacity using UDP packet trains. Specif-
ically, SND sends a packet train of N MTU-sized (size
S) back-to-back packets {p1, p2 . . . pN} to RCV. After
receiving the train, RCV estimates the narrow link ca-
pacity using the train dispersion δ (calculated as the
difference between timestamps of pN and p1):

Ĉ =
(N − 1)S

δ

We repeat this measurement for K trains and deter-
mine the path capacity as the median of the K train
estimates. In our implementation, we use N = 50 pack-
ets and K = 10 trains. Note that if we do not receive a
part of the train2, we use N as the number of received
packets, and δ is computed as the dispersion of the re-
ceived train. Also, since we cannot probe at high rates
on commodity hardware at userspace, we truncate ca-
pacity estimates to 95Mbps, and report to the user that
the link capacity is larger than 100Mbps.

In practice, we found that the above methodology
works well for wired end-hosts, but tends to incorrectly
estimate the narrow link capacity in the downstream
direction when the last mile is a wireless (802.11x) hop
- in cases where the narrow link is not the wireless link.
This overestimation3 occurs because of the non-work-
conserving contention delay process in CSMA/CA ac-
cess links, due to which a downstream train may have
to wait until the channel is free [19]. We also observed
differences in overestimates with some 802.11g NICs de-

2We use a timeout of 1s to receive each packet of the train.
3Typical downstream train overestimates on 802.11g are in
the range 25-35Mbps, close to the L2 channel throughput.
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The ShaperProbe Service

 We run a service on M-Lab using 48 server 
replicas and a load balancer front end

 servers connected to tier-1 ASes

 Open source client: supported on 3 platforms

 Currently 1500+ users a day
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ShaperProbe users say...
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ShaperProbe users say...
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Shaping in ISPs:
some observations
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Overview of Data 
(till Sept. 2010)

 M-Lab service has been up for a year (100k+ runs)

 We look at a subset of 37,540 runs from 2,000+ 
ASes

 Shaping detections in top-5 ASes in terms of runs:
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Figure 5: Estimation accuracy: shaping emulation.

[2] without shaping. Out of 60 runs, we found zero false

positives in either direction on AT&T, and two upstream

false negatives due to capacity underestimation (under cross

traffic) on Comcast.

We next emulate token bucket shaping on a wide-area

path between a residential Comcast connection and a server

deployed at the Georgia Tech campus. We use the LARTC

tc tool on Linux with a 2.6.22 kernel on a dual-NIC 1GHz

Celeron router with 256MB RAM. Figure 5 shows the

Wilcoxon median estimate and associated confidence in-

tervals for ShaperProbe’s token parameter estimates on 20

trials for each token bucket configuration in the down-

stream direction. ShaperProbe detects all 200 trials as

shaping. We see that ShaperProbe accurately estimates

the shaping rate and bucket depth for all configurations.

We now look at an analysis of M-Lab data. The Shaper-

Probe service [11] has been up since May 2009, and had

seen several improvements over the first few months. We

start with the following preprocessing on our traces.

Preprocessing:We analyze data collected from the Shaper-

Probe service. First, we consider runs from the latest Shaper-

Probe release, collected between 20th October 2009 and

4th August 2010. There are 37,540 such runs. Each run’s

trace contains per-packet timestamps and sequence num-

bers for upstream and downstream probing (“half runs”).

Second, we call a half run as “unfinished” if no shaping

was detected and the run lasted less than a threshold du-

ration, and discard such runs - we choose a conservative

threshold of 50s. All finished half runs which are not di-

agnosed as shaping are considered as cases of no-shaping.

Note that ShaperProbe probes each direction for 60s, and

ends a half run if it either found shaping or if it found

packet losses during probing; a half run can also be un-

finished if the user aborted the client before it could run

to completion. Third, we do not include runs from days

when we saw a flash crowd (possibly due to publicity of

M-Lab tools), since this can lead to a surge in usage of

other tools which share M-Lab - we had three such days

in February and July 2010. After preprocessing, we have a

ISP Upstream (%) Dwnstrm. (%)

Comcast
75.4

(3851/5105)

82.5

(3506/4248)

Road Runner 6.4 (69/1073) 63.3 (513/811)

AT&T 13.4 (114/849) 17.7 (125/707)

Cox 63.4 (399/629) 56.5 (252/446)

MCI-Verizon 5.1 (25/490) 7.3 (31/426)

Table 1: Shaping detections: top-5 ISPs in terms of

ShaperProbe runs. For each ISP we show percentage of

runs with detected shaping, number of shaping detections

and number of total runs.

total of 25,044 upstream and 19,918 downstream half runs

from a total of 2,034 ASes.

Next, we cluster AS numbers into ISPs using theirwhois

AS names. The AS informationwas obtained fromCymru’s

whois database in September 2010. We found that runs

which passed the pre-processing checks come from 1,597

ISPs. The top five ISPs in terms of the number of runs we

received, and the fraction of shaping detections are shown

in Table 1.

It should be noted that there are several factors that in-

fluence the fraction of shaping detections of an ISP. First,

ISPs provide multiple tiers of service, and some tiers may

not have shaping (and tiers evolve with time). Second,

an ISP may not deploy shaping in all geographic regions.

Third, the access link type can be a factor: a DSL provider

can dynamically change link capacity instead of shaping,

while a cable provider is more likely to shape since DOC-

SIS provides fixed access capacities. Fourth, for a given

connection, shaping could be dynamic based on time or

load conditions in the ISP. Fifth, an ISP A can advertise

address prefixes on its customers’ behalf, and some of

these customers (say B) could be ISPs deploying shap-
ing (while A does not) - we cannot distinguish A from B
based on BGP prefix-to-ASN mapping. A few ISPs dis-

close their tier shaping configurations (e.g., Cox mentions

configurations per-region [7]), and our data shows these

configuration modes. We study data collected from some

of these ISPs next.

4.1 Case Study: Comcast

Comcast offers Internet connectivity to homes [5] and

enterprises [3], and uses two types of access technologies:

cable (DOCSIS 3.0) and Ethernet. In each access cate-

gory, it offers multiple tiers of service. Comcast shapes

traffic using the PowerBoost technology [4].

Figure 6 shows a scatter plot of shaping rate and burst

size across all shaped half runs of Comcast, sorted by es-

timated capacity for each direction. We see that there are

distinct shaping rate modes, and some of these modes in-

crease with capacity. Each shaping rate mode may cor-

respond to a tier of service. For each direction, there are
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Shaping factors
 There isn’t a “yes-no” answer to “Is my ISP shaping traffic?”

 Factors that affect shaping detections in an ISP:

 tier of service

 geographical region

 link type: DSL? cable? Ethernet?

 time-of-day

 load conditions
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C (Mbps) ρ (Mbps) σ (MB) Burst duration (s)

3.5 1 5 16.7
4.8 2 5, 10 15.2, 30.5
8.8 5.5 10 25.8
14.5 10 10 18.8

(a) Upstream.

C (Mbps) ρ (Mbps) σ (MB) Burst duration (s)

19.4 6.4 10 6.4
21.1 12.8 10 10.1
28.2 17 20 14.9
34.4 23.4 20 15.3

(b) Downstream.

Table 2: Comcast: detected shaping properties.

A few ISPs disclose their tier shaping configurations
(e.g., Cox mentions configurations per-region [7]), and
our data shows these configuration modes. We attempt
to examine some of these factors next.

4.1 Case Study: Comcast

Comcast offers Internet connectivity to homes [5] and
enterprises [3], and uses two types of access technolo-
gies: cable (DOCSIS 3.0) and Ethernet. In each access
category, it offers multiple tiers of service. Comcast
shapes traffic using the PowerBoost technology [4].

We detected 74% upstream and 82% downstream runs
as shaped by Comcast. Figure 3 shows a scatter plot of
shaping rate and burst size across all shaped half runs
of Comcast, sorted by estimated capacity for each direc-
tion. We see that there are distinct shaping rate modes,
and some of these modes increase with capacity. Each
shaping rate mode may correspond to a tier of service.
For each direction, there are two dominant burst sizes
across all tiers of service. Table 2 shows the shaping
modes, and an estimate of the burst duration.

Note that the above observations are from October
2009 to April 2010. We found that (as of May 12, 2010)
Comcast uses different capacities for some of its tiers [3,
5], ranging from 2Mbps to 50Mbps for cable and 1Mbps
to 1Gbps for Ethernet service. The current downstream
shaping rates in use are 8, 16 Mbps for business class
and 12, 16, 22 Mbps for residential users; while for up-
stream the shaping rates are 1, 2 Mbps for business
class and 2, 5 Mbps for residential users. We see some
of these shaping rate modes in the figure5. The Power-
Boost FAQ mentions 10MB and 5MB burst sizes [4].
Note that the tier capacities and shaping configurations
can change with time; Figure 4 shows changes in shap-
ing rates with time in our traces.

We also note that the capacity curves do not show
5The number of points in a shaping rate mode depends on
the distribution of runs we received across tiers.
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dominant modes. This can be due to the underlying ca-
ble access technology. Specifically, the modem uplink is
a non-FIFO scheduler, which requires the modem to re-
quest timeslots for transmission. Our hypothesis is that
depending on activity of other nodes at the CMTS, the
capacity estimates can vary due to non-FIFO schedul-
ing and DOCSIS concatenation. DOCSIS downlink is a
point-to-multipoint FIFO broadcast link and can again
influence dispersion-based capacity estimates depend-
ing on activity in the neighborhood.

We next look at Comcast trials for which we did not
detect shaping. Figure 5 shows the distribution of ca-
pacities of non-shaping runs, and compares with the dis-
tribution of shaping rates (from shaping runs), for both
directions. The non-shaped capacity distributions are
similar to the shaping rate distributions. Non-shaping
runs can occur due to one or more of the following rea-
sons. First, Comcast provides service tiers which do
not include PowerBoost, but have capacities similar to
tiers with PowerBoost (e.g., the Ethernet 1Mbps and
10Mbps service for businesses). Second, it is possible
that cross traffic from the customer premises resulted
in an empty token bucket at the start of the experi-
ment, and hence the estimated capacity was equal to
the shaping rate.

4.2 Case Studies: Cox and Road Runner

Cox provides residential [7] and business Internet ac-
cess using cable and Ethernet access technologies. Cox
shapes traffic at different tiers for both residential and
business classes. We found that the residential shap-
ing rates and capacities are dependent on the location
of operation. We show the upstream shaping proper-
ties in Figure 6. The shaping rates and capacity ob-
served in the plot agree with tier information (as of 12th
May, 2010) that we gathered from the Cox residential
[7] website (the business tier shaping details were not
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dominant modes. This can be due to the underlying ca-
ble access technology. Specifically, the modem uplink is
a non-FIFO scheduler, which requires the modem to re-
quest timeslots for transmission. Our hypothesis is that
depending on activity of other nodes at the CMTS, the
capacity estimates can vary due to non-FIFO schedul-
ing and DOCSIS concatenation. DOCSIS downlink is a
point-to-multipoint FIFO broadcast link and can again
influence dispersion-based capacity estimates depend-
ing on activity in the neighborhood.

We next look at Comcast trials for which we did not
detect shaping. Figure 5 shows the distribution of ca-
pacities of non-shaping runs, and compares with the dis-
tribution of shaping rates (from shaping runs), for both
directions. The non-shaped capacity distributions are
similar to the shaping rate distributions. Non-shaping
runs can occur due to one or more of the following rea-
sons. First, Comcast provides service tiers which do
not include PowerBoost, but have capacities similar to
tiers with PowerBoost (e.g., the Ethernet 1Mbps and
10Mbps service for businesses). Second, it is possible
that cross traffic from the customer premises resulted
in an empty token bucket at the start of the experi-
ment, and hence the estimated capacity was equal to
the shaping rate.

4.2 Case Studies: Cox and Road Runner

Cox provides residential [7] and business Internet ac-
cess using cable and Ethernet access technologies. Cox
shapes traffic at different tiers for both residential and
business classes. We found that the residential shap-
ing rates and capacities are dependent on the location
of operation. We show the upstream shaping proper-
ties in Figure 6. The shaping rates and capacity ob-
served in the plot agree with tier information (as of 12th
May, 2010) that we gathered from the Cox residential
[7] website (the business tier shaping details were not
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Figure 6: Comcast: Shaping characteristics.

C (Mbps) ρ (Mbps) σ (MB) Burst time (s)

3.5 1 5 16.7

4.8 2 5, 10 15.2, 30.5

8.8 5.5 10 25.8

14.5 10 10 18.8

(a) Upstream.

C (Mbps) ρ (Mbps) σ (MB) Burst time (s)

19.4 6.4 10 6.4

21.1 12.8 10 10.1

28.2 17 20 14.9

34.4 23.4 20 15.3

(b) Downstream.

Table 2: Comcast: detected shaping properties.

two dominant burst sizes across all tiers of service. Table

2 shows the shaping modes, and an estimate of the burst

duration.

The above observations are from October 2009 to Au-

gust 2010. We found that (since May 2010) Comcast uses

different capacities for some of its tiers [3, 5], ranging

from 2Mbps to 50Mbps for cable and 1Mbps to 1Gbps for

Ethernet service. The current downstream shaping rates in

use are 8, 16 Mbps for business class and 12, 16, 22 Mbps

for residential users; while for upstream the shaping rates

are 1, 2 Mbps for business class and 2, 5 Mbps for resi-

dential users. We see some of these shaping rate modes

in the figure7. The PowerBoost FAQ mentions 10MB and

5MB burst sizes [4]. The tier capacities and shaping con-

figurations can also change with time as an ISP provisions

its network; Figure 7 shows a scatter plot of shaping rates

with time in our Comcast traces.

We see the capacity curves do not show dominantmodes,

7The number of points in a shaping rate mode depends on the distribution
of runs we received across tiers.

unlike the shaping rates. This can be due to the underlying

cable access technology. Specifically, the modem uplink

is a non-FIFO scheduler, which requires the modem to re-

quest timeslots for transmission. Our hypothesis is that

depending on activity of other nodes at the CMTS, the ca-

pacity estimates can vary due to non-FIFO scheduling and

DOCSIS concatenation. DOCSIS downlink can also in-

fluence dispersion-based capacity estimates depending on

activity in the neighborhood, since it is a point-to-multipoint

broadcast link.

We next look at Comcast trials for which we did not de-

tect shaping. Figure 8 shows the distribution of capacities

of non-shaping runs, and compares with the distribution

of shaping rates (from shaping runs), for both directions.

The non-shaped capacity distributions in the upstream di-

rection are similar to the shaping rate distributions. Non-

shaping runs can occur due to one or more of the follow-

ing reasons. First, Comcast provides service tiers which

do not include PowerBoost, but have capacities similar

to tiers with PowerBoost (e.g., the Ethernet 1Mbps and

10Mbps service for businesses). Second, it is possible

that cross traffic from the customer premises resulted in

an empty token bucket at the start of the experiment, and

hence the estimated capacity was equal to the shaping rate.

4.2 Case Studies: Cox and Road Runner

Cox provides residential [7] and business Internet ac-

cess using cable and Ethernet access technologies. Cox

shapes traffic at different tiers for both residential and busi-

ness classes. We found that the residential shaping rates

and capacities are dependent on the location of operation.

We show the upstream shaping properties in Figure 9. The

shaping rates and capacity observed in the plot agree with

tier information which we gathered from the Cox residen-

tial [7] website (the business tier shaping details were not

available). We found the following plans with shaping

that Cox provides: (C, ρ) Mbps: (1, 0.77), (1.3, 1), (2,
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C (Mbps) ρ (Mbps) σ (MB) Burst duration (s)

3.5 1 5 16.7
4.8 2 5, 10 15.2, 30.5
8.8 5.5 10 25.8
14.5 10 10 18.8

(a) Upstream.

C (Mbps) ρ (Mbps) σ (MB) Burst duration (s)

19.4 6.4 10 6.4
21.1 12.8 10 10.1
28.2 17 20 14.9
34.4 23.4 20 15.3

(b) Downstream.

Table 2: Comcast: detected shaping properties.

A few ISPs disclose their tier shaping configurations
(e.g., Cox mentions configurations per-region [7]), and
our data shows these configuration modes. We attempt
to examine some of these factors next.

4.1 Case Study: Comcast

Comcast offers Internet connectivity to homes [5] and
enterprises [3], and uses two types of access technolo-
gies: cable (DOCSIS 3.0) and Ethernet. In each access
category, it offers multiple tiers of service. Comcast
shapes traffic using the PowerBoost technology [4].

We detected 74% upstream and 82% downstream runs
as shaped by Comcast. Figure 3 shows a scatter plot of
shaping rate and burst size across all shaped half runs
of Comcast, sorted by estimated capacity for each direc-
tion. We see that there are distinct shaping rate modes,
and some of these modes increase with capacity. Each
shaping rate mode may correspond to a tier of service.
For each direction, there are two dominant burst sizes
across all tiers of service. Table 2 shows the shaping
modes, and an estimate of the burst duration.

Note that the above observations are from October
2009 to April 2010. We found that (as of May 12, 2010)
Comcast uses different capacities for some of its tiers [3,
5], ranging from 2Mbps to 50Mbps for cable and 1Mbps
to 1Gbps for Ethernet service. The current downstream
shaping rates in use are 8, 16 Mbps for business class
and 12, 16, 22 Mbps for residential users; while for up-
stream the shaping rates are 1, 2 Mbps for business
class and 2, 5 Mbps for residential users. We see some
of these shaping rate modes in the figure5. The Power-
Boost FAQ mentions 10MB and 5MB burst sizes [4].
Note that the tier capacities and shaping configurations
can change with time; Figure 4 shows changes in shap-
ing rates with time in our traces.

We also note that the capacity curves do not show
5The number of points in a shaping rate mode depends on
the distribution of runs we received across tiers.
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dominant modes. This can be due to the underlying ca-
ble access technology. Specifically, the modem uplink is
a non-FIFO scheduler, which requires the modem to re-
quest timeslots for transmission. Our hypothesis is that
depending on activity of other nodes at the CMTS, the
capacity estimates can vary due to non-FIFO schedul-
ing and DOCSIS concatenation. DOCSIS downlink is a
point-to-multipoint FIFO broadcast link and can again
influence dispersion-based capacity estimates depend-
ing on activity in the neighborhood.

We next look at Comcast trials for which we did not
detect shaping. Figure 5 shows the distribution of ca-
pacities of non-shaping runs, and compares with the dis-
tribution of shaping rates (from shaping runs), for both
directions. The non-shaped capacity distributions are
similar to the shaping rate distributions. Non-shaping
runs can occur due to one or more of the following rea-
sons. First, Comcast provides service tiers which do
not include PowerBoost, but have capacities similar to
tiers with PowerBoost (e.g., the Ethernet 1Mbps and
10Mbps service for businesses). Second, it is possible
that cross traffic from the customer premises resulted
in an empty token bucket at the start of the experi-
ment, and hence the estimated capacity was equal to
the shaping rate.

4.2 Case Studies: Cox and Road Runner

Cox provides residential [7] and business Internet ac-
cess using cable and Ethernet access technologies. Cox
shapes traffic at different tiers for both residential and
business classes. We found that the residential shap-
ing rates and capacities are dependent on the location
of operation. We show the upstream shaping proper-
ties in Figure 6. The shaping rates and capacity ob-
served in the plot agree with tier information (as of 12th
May, 2010) that we gathered from the Cox residential
[7] website (the business tier shaping details were not
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our data shows these configuration modes. We attempt
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enterprises [3], and uses two types of access technolo-
gies: cable (DOCSIS 3.0) and Ethernet. In each access
category, it offers multiple tiers of service. Comcast
shapes traffic using the PowerBoost technology [4].

We detected 74% upstream and 82% downstream runs
as shaped by Comcast. Figure 3 shows a scatter plot of
shaping rate and burst size across all shaped half runs
of Comcast, sorted by estimated capacity for each direc-
tion. We see that there are distinct shaping rate modes,
and some of these modes increase with capacity. Each
shaping rate mode may correspond to a tier of service.
For each direction, there are two dominant burst sizes
across all tiers of service. Table 2 shows the shaping
modes, and an estimate of the burst duration.

Note that the above observations are from October
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Comcast uses different capacities for some of its tiers [3,
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Boost FAQ mentions 10MB and 5MB burst sizes [4].
Note that the tier capacities and shaping configurations
can change with time; Figure 4 shows changes in shap-
ing rates with time in our traces.

We also note that the capacity curves do not show
5The number of points in a shaping rate mode depends on
the distribution of runs we received across tiers.

 0

 0.2

 0.4

 0.6

 0.8

 1

 0  10000  20000  30000  40000  50000  60000

C
D

F

Capacity (Kbps)

Upstream: non-shaping
Upstream: shaping

Downstream: non-shaping
Downstream: shaping

Figure 5: Comcast: CDF of capacities in shaping and
non-shaping runs.

dominant modes. This can be due to the underlying ca-
ble access technology. Specifically, the modem uplink is
a non-FIFO scheduler, which requires the modem to re-
quest timeslots for transmission. Our hypothesis is that
depending on activity of other nodes at the CMTS, the
capacity estimates can vary due to non-FIFO schedul-
ing and DOCSIS concatenation. DOCSIS downlink is a
point-to-multipoint FIFO broadcast link and can again
influence dispersion-based capacity estimates depend-
ing on activity in the neighborhood.

We next look at Comcast trials for which we did not
detect shaping. Figure 5 shows the distribution of ca-
pacities of non-shaping runs, and compares with the dis-
tribution of shaping rates (from shaping runs), for both
directions. The non-shaped capacity distributions are
similar to the shaping rate distributions. Non-shaping
runs can occur due to one or more of the following rea-
sons. First, Comcast provides service tiers which do
not include PowerBoost, but have capacities similar to
tiers with PowerBoost (e.g., the Ethernet 1Mbps and
10Mbps service for businesses). Second, it is possible
that cross traffic from the customer premises resulted
in an empty token bucket at the start of the experi-
ment, and hence the estimated capacity was equal to
the shaping rate.

4.2 Case Studies: Cox and Road Runner

Cox provides residential [7] and business Internet ac-
cess using cable and Ethernet access technologies. Cox
shapes traffic at different tiers for both residential and
business classes. We found that the residential shap-
ing rates and capacities are dependent on the location
of operation. We show the upstream shaping proper-
ties in Figure 6. The shaping rates and capacity ob-
served in the plot agree with tier information (as of 12th
May, 2010) that we gathered from the Cox residential
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Figure 6: Comcast: Shaping characteristics.

C (Mbps) ρ (Mbps) σ (MB) Burst time (s)

3.5 1 5 16.7

4.8 2 5, 10 15.2, 30.5

8.8 5.5 10 25.8

14.5 10 10 18.8

(a) Upstream.

C (Mbps) ρ (Mbps) σ (MB) Burst time (s)

19.4 6.4 10 6.4

21.1 12.8 10 10.1

28.2 17 20 14.9

34.4 23.4 20 15.3

(b) Downstream.

Table 2: Comcast: detected shaping properties.

two dominant burst sizes across all tiers of service. Table

2 shows the shaping modes, and an estimate of the burst

duration.

The above observations are from October 2009 to Au-

gust 2010. We found that (since May 2010) Comcast uses

different capacities for some of its tiers [3, 5], ranging

from 2Mbps to 50Mbps for cable and 1Mbps to 1Gbps for

Ethernet service. The current downstream shaping rates in

use are 8, 16 Mbps for business class and 12, 16, 22 Mbps

for residential users; while for upstream the shaping rates

are 1, 2 Mbps for business class and 2, 5 Mbps for resi-

dential users. We see some of these shaping rate modes

in the figure7. The PowerBoost FAQ mentions 10MB and

5MB burst sizes [4]. The tier capacities and shaping con-

figurations can also change with time as an ISP provisions

its network; Figure 7 shows a scatter plot of shaping rates

with time in our Comcast traces.

We see the capacity curves do not show dominantmodes,

7The number of points in a shaping rate mode depends on the distribution
of runs we received across tiers.

unlike the shaping rates. This can be due to the underlying

cable access technology. Specifically, the modem uplink

is a non-FIFO scheduler, which requires the modem to re-

quest timeslots for transmission. Our hypothesis is that

depending on activity of other nodes at the CMTS, the ca-

pacity estimates can vary due to non-FIFO scheduling and

DOCSIS concatenation. DOCSIS downlink can also in-

fluence dispersion-based capacity estimates depending on

activity in the neighborhood, since it is a point-to-multipoint

broadcast link.

We next look at Comcast trials for which we did not de-

tect shaping. Figure 8 shows the distribution of capacities

of non-shaping runs, and compares with the distribution

of shaping rates (from shaping runs), for both directions.

The non-shaped capacity distributions in the upstream di-

rection are similar to the shaping rate distributions. Non-

shaping runs can occur due to one or more of the follow-

ing reasons. First, Comcast provides service tiers which

do not include PowerBoost, but have capacities similar

to tiers with PowerBoost (e.g., the Ethernet 1Mbps and

10Mbps service for businesses). Second, it is possible

that cross traffic from the customer premises resulted in

an empty token bucket at the start of the experiment, and

hence the estimated capacity was equal to the shaping rate.

4.2 Case Studies: Cox and Road Runner

Cox provides residential [7] and business Internet ac-

cess using cable and Ethernet access technologies. Cox

shapes traffic at different tiers for both residential and busi-

ness classes. We found that the residential shaping rates

and capacities are dependent on the location of operation.

We show the upstream shaping properties in Figure 9. The

shaping rates and capacity observed in the plot agree with

tier information which we gathered from the Cox residen-

tial [7] website (the business tier shaping details were not

available). We found the following plans with shaping

that Cox provides: (C, ρ) Mbps: (1, 0.77), (1.3, 1), (2,
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C (Mbps) ρ (Mbps) σ (MB) Burst duration (s)

3.5 1 5 16.7
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21.1 12.8 10 10.1
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Table 2: Comcast: detected shaping properties.

A few ISPs disclose their tier shaping configurations
(e.g., Cox mentions configurations per-region [7]), and
our data shows these configuration modes. We attempt
to examine some of these factors next.

4.1 Case Study: Comcast

Comcast offers Internet connectivity to homes [5] and
enterprises [3], and uses two types of access technolo-
gies: cable (DOCSIS 3.0) and Ethernet. In each access
category, it offers multiple tiers of service. Comcast
shapes traffic using the PowerBoost technology [4].

We detected 74% upstream and 82% downstream runs
as shaped by Comcast. Figure 3 shows a scatter plot of
shaping rate and burst size across all shaped half runs
of Comcast, sorted by estimated capacity for each direc-
tion. We see that there are distinct shaping rate modes,
and some of these modes increase with capacity. Each
shaping rate mode may correspond to a tier of service.
For each direction, there are two dominant burst sizes
across all tiers of service. Table 2 shows the shaping
modes, and an estimate of the burst duration.

Note that the above observations are from October
2009 to April 2010. We found that (as of May 12, 2010)
Comcast uses different capacities for some of its tiers [3,
5], ranging from 2Mbps to 50Mbps for cable and 1Mbps
to 1Gbps for Ethernet service. The current downstream
shaping rates in use are 8, 16 Mbps for business class
and 12, 16, 22 Mbps for residential users; while for up-
stream the shaping rates are 1, 2 Mbps for business
class and 2, 5 Mbps for residential users. We see some
of these shaping rate modes in the figure5. The Power-
Boost FAQ mentions 10MB and 5MB burst sizes [4].
Note that the tier capacities and shaping configurations
can change with time; Figure 4 shows changes in shap-
ing rates with time in our traces.

We also note that the capacity curves do not show
5The number of points in a shaping rate mode depends on
the distribution of runs we received across tiers.
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dominant modes. This can be due to the underlying ca-
ble access technology. Specifically, the modem uplink is
a non-FIFO scheduler, which requires the modem to re-
quest timeslots for transmission. Our hypothesis is that
depending on activity of other nodes at the CMTS, the
capacity estimates can vary due to non-FIFO schedul-
ing and DOCSIS concatenation. DOCSIS downlink is a
point-to-multipoint FIFO broadcast link and can again
influence dispersion-based capacity estimates depend-
ing on activity in the neighborhood.

We next look at Comcast trials for which we did not
detect shaping. Figure 5 shows the distribution of ca-
pacities of non-shaping runs, and compares with the dis-
tribution of shaping rates (from shaping runs), for both
directions. The non-shaped capacity distributions are
similar to the shaping rate distributions. Non-shaping
runs can occur due to one or more of the following rea-
sons. First, Comcast provides service tiers which do
not include PowerBoost, but have capacities similar to
tiers with PowerBoost (e.g., the Ethernet 1Mbps and
10Mbps service for businesses). Second, it is possible
that cross traffic from the customer premises resulted
in an empty token bucket at the start of the experi-
ment, and hence the estimated capacity was equal to
the shaping rate.

4.2 Case Studies: Cox and Road Runner

Cox provides residential [7] and business Internet ac-
cess using cable and Ethernet access technologies. Cox
shapes traffic at different tiers for both residential and
business classes. We found that the residential shap-
ing rates and capacities are dependent on the location
of operation. We show the upstream shaping proper-
ties in Figure 6. The shaping rates and capacity ob-
served in the plot agree with tier information (as of 12th
May, 2010) that we gathered from the Cox residential
[7] website (the business tier shaping details were not
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dominant modes. This can be due to the underlying ca-
ble access technology. Specifically, the modem uplink is
a non-FIFO scheduler, which requires the modem to re-
quest timeslots for transmission. Our hypothesis is that
depending on activity of other nodes at the CMTS, the
capacity estimates can vary due to non-FIFO schedul-
ing and DOCSIS concatenation. DOCSIS downlink is a
point-to-multipoint FIFO broadcast link and can again
influence dispersion-based capacity estimates depend-
ing on activity in the neighborhood.

We next look at Comcast trials for which we did not
detect shaping. Figure 5 shows the distribution of ca-
pacities of non-shaping runs, and compares with the dis-
tribution of shaping rates (from shaping runs), for both
directions. The non-shaped capacity distributions are
similar to the shaping rate distributions. Non-shaping
runs can occur due to one or more of the following rea-
sons. First, Comcast provides service tiers which do
not include PowerBoost, but have capacities similar to
tiers with PowerBoost (e.g., the Ethernet 1Mbps and
10Mbps service for businesses). Second, it is possible
that cross traffic from the customer premises resulted
in an empty token bucket at the start of the experi-
ment, and hence the estimated capacity was equal to
the shaping rate.
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Figure 6: Comcast: Shaping characteristics.

C (Mbps) ρ (Mbps) σ (MB) Burst time (s)

3.5 1 5 16.7

4.8 2 5, 10 15.2, 30.5

8.8 5.5 10 25.8

14.5 10 10 18.8

(a) Upstream.

C (Mbps) ρ (Mbps) σ (MB) Burst time (s)

19.4 6.4 10 6.4

21.1 12.8 10 10.1

28.2 17 20 14.9

34.4 23.4 20 15.3

(b) Downstream.

Table 2: Comcast: detected shaping properties.

two dominant burst sizes across all tiers of service. Table

2 shows the shaping modes, and an estimate of the burst

duration.

The above observations are from October 2009 to Au-

gust 2010. We found that (since May 2010) Comcast uses

different capacities for some of its tiers [3, 5], ranging

from 2Mbps to 50Mbps for cable and 1Mbps to 1Gbps for

Ethernet service. The current downstream shaping rates in

use are 8, 16 Mbps for business class and 12, 16, 22 Mbps

for residential users; while for upstream the shaping rates

are 1, 2 Mbps for business class and 2, 5 Mbps for resi-

dential users. We see some of these shaping rate modes

in the figure7. The PowerBoost FAQ mentions 10MB and

5MB burst sizes [4]. The tier capacities and shaping con-

figurations can also change with time as an ISP provisions

its network; Figure 7 shows a scatter plot of shaping rates

with time in our Comcast traces.

We see the capacity curves do not show dominantmodes,

7The number of points in a shaping rate mode depends on the distribution
of runs we received across tiers.

unlike the shaping rates. This can be due to the underlying

cable access technology. Specifically, the modem uplink

is a non-FIFO scheduler, which requires the modem to re-

quest timeslots for transmission. Our hypothesis is that

depending on activity of other nodes at the CMTS, the ca-

pacity estimates can vary due to non-FIFO scheduling and

DOCSIS concatenation. DOCSIS downlink can also in-

fluence dispersion-based capacity estimates depending on

activity in the neighborhood, since it is a point-to-multipoint

broadcast link.

We next look at Comcast trials for which we did not de-

tect shaping. Figure 8 shows the distribution of capacities

of non-shaping runs, and compares with the distribution

of shaping rates (from shaping runs), for both directions.

The non-shaped capacity distributions in the upstream di-

rection are similar to the shaping rate distributions. Non-

shaping runs can occur due to one or more of the follow-

ing reasons. First, Comcast provides service tiers which

do not include PowerBoost, but have capacities similar

to tiers with PowerBoost (e.g., the Ethernet 1Mbps and

10Mbps service for businesses). Second, it is possible

that cross traffic from the customer premises resulted in

an empty token bucket at the start of the experiment, and

hence the estimated capacity was equal to the shaping rate.

4.2 Case Studies: Cox and Road Runner

Cox provides residential [7] and business Internet ac-

cess using cable and Ethernet access technologies. Cox

shapes traffic at different tiers for both residential and busi-

ness classes. We found that the residential shaping rates

and capacities are dependent on the location of operation.

We show the upstream shaping properties in Figure 9. The

shaping rates and capacity observed in the plot agree with

tier information which we gathered from the Cox residen-

tial [7] website (the business tier shaping details were not

available). We found the following plans with shaping

that Cox provides: (C, ρ) Mbps: (1, 0.77), (1.3, 1), (2,
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Table 2: Comcast: detected shaping properties.

A few ISPs disclose their tier shaping configurations
(e.g., Cox mentions configurations per-region [7]), and
our data shows these configuration modes. We attempt
to examine some of these factors next.

4.1 Case Study: Comcast

Comcast offers Internet connectivity to homes [5] and
enterprises [3], and uses two types of access technolo-
gies: cable (DOCSIS 3.0) and Ethernet. In each access
category, it offers multiple tiers of service. Comcast
shapes traffic using the PowerBoost technology [4].

We detected 74% upstream and 82% downstream runs
as shaped by Comcast. Figure 3 shows a scatter plot of
shaping rate and burst size across all shaped half runs
of Comcast, sorted by estimated capacity for each direc-
tion. We see that there are distinct shaping rate modes,
and some of these modes increase with capacity. Each
shaping rate mode may correspond to a tier of service.
For each direction, there are two dominant burst sizes
across all tiers of service. Table 2 shows the shaping
modes, and an estimate of the burst duration.

Note that the above observations are from October
2009 to April 2010. We found that (as of May 12, 2010)
Comcast uses different capacities for some of its tiers [3,
5], ranging from 2Mbps to 50Mbps for cable and 1Mbps
to 1Gbps for Ethernet service. The current downstream
shaping rates in use are 8, 16 Mbps for business class
and 12, 16, 22 Mbps for residential users; while for up-
stream the shaping rates are 1, 2 Mbps for business
class and 2, 5 Mbps for residential users. We see some
of these shaping rate modes in the figure5. The Power-
Boost FAQ mentions 10MB and 5MB burst sizes [4].
Note that the tier capacities and shaping configurations
can change with time; Figure 4 shows changes in shap-
ing rates with time in our traces.

We also note that the capacity curves do not show
5The number of points in a shaping rate mode depends on
the distribution of runs we received across tiers.
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dominant modes. This can be due to the underlying ca-
ble access technology. Specifically, the modem uplink is
a non-FIFO scheduler, which requires the modem to re-
quest timeslots for transmission. Our hypothesis is that
depending on activity of other nodes at the CMTS, the
capacity estimates can vary due to non-FIFO schedul-
ing and DOCSIS concatenation. DOCSIS downlink is a
point-to-multipoint FIFO broadcast link and can again
influence dispersion-based capacity estimates depend-
ing on activity in the neighborhood.

We next look at Comcast trials for which we did not
detect shaping. Figure 5 shows the distribution of ca-
pacities of non-shaping runs, and compares with the dis-
tribution of shaping rates (from shaping runs), for both
directions. The non-shaped capacity distributions are
similar to the shaping rate distributions. Non-shaping
runs can occur due to one or more of the following rea-
sons. First, Comcast provides service tiers which do
not include PowerBoost, but have capacities similar to
tiers with PowerBoost (e.g., the Ethernet 1Mbps and
10Mbps service for businesses). Second, it is possible
that cross traffic from the customer premises resulted
in an empty token bucket at the start of the experi-
ment, and hence the estimated capacity was equal to
the shaping rate.

4.2 Case Studies: Cox and Road Runner

Cox provides residential [7] and business Internet ac-
cess using cable and Ethernet access technologies. Cox
shapes traffic at different tiers for both residential and
business classes. We found that the residential shap-
ing rates and capacities are dependent on the location
of operation. We show the upstream shaping proper-
ties in Figure 6. The shaping rates and capacity ob-
served in the plot agree with tier information (as of 12th
May, 2010) that we gathered from the Cox residential
[7] website (the business tier shaping details were not
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dominant modes. This can be due to the underlying ca-
ble access technology. Specifically, the modem uplink is
a non-FIFO scheduler, which requires the modem to re-
quest timeslots for transmission. Our hypothesis is that
depending on activity of other nodes at the CMTS, the
capacity estimates can vary due to non-FIFO schedul-
ing and DOCSIS concatenation. DOCSIS downlink is a
point-to-multipoint FIFO broadcast link and can again
influence dispersion-based capacity estimates depend-
ing on activity in the neighborhood.

We next look at Comcast trials for which we did not
detect shaping. Figure 5 shows the distribution of ca-
pacities of non-shaping runs, and compares with the dis-
tribution of shaping rates (from shaping runs), for both
directions. The non-shaped capacity distributions are
similar to the shaping rate distributions. Non-shaping
runs can occur due to one or more of the following rea-
sons. First, Comcast provides service tiers which do
not include PowerBoost, but have capacities similar to
tiers with PowerBoost (e.g., the Ethernet 1Mbps and
10Mbps service for businesses). Second, it is possible
that cross traffic from the customer premises resulted
in an empty token bucket at the start of the experi-
ment, and hence the estimated capacity was equal to
the shaping rate.
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business classes. We found that the residential shap-
ing rates and capacities are dependent on the location
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Figure 6: Comcast: Shaping characteristics.

C (Mbps) ρ (Mbps) σ (MB) Burst time (s)

3.5 1 5 16.7

4.8 2 5, 10 15.2, 30.5

8.8 5.5 10 25.8

14.5 10 10 18.8

(a) Upstream.

C (Mbps) ρ (Mbps) σ (MB) Burst time (s)

19.4 6.4 10 6.4

21.1 12.8 10 10.1

28.2 17 20 14.9

34.4 23.4 20 15.3

(b) Downstream.

Table 2: Comcast: detected shaping properties.

two dominant burst sizes across all tiers of service. Table

2 shows the shaping modes, and an estimate of the burst

duration.

The above observations are from October 2009 to Au-

gust 2010. We found that (since May 2010) Comcast uses

different capacities for some of its tiers [3, 5], ranging

from 2Mbps to 50Mbps for cable and 1Mbps to 1Gbps for

Ethernet service. The current downstream shaping rates in

use are 8, 16 Mbps for business class and 12, 16, 22 Mbps

for residential users; while for upstream the shaping rates

are 1, 2 Mbps for business class and 2, 5 Mbps for resi-

dential users. We see some of these shaping rate modes

in the figure7. The PowerBoost FAQ mentions 10MB and

5MB burst sizes [4]. The tier capacities and shaping con-

figurations can also change with time as an ISP provisions

its network; Figure 7 shows a scatter plot of shaping rates

with time in our Comcast traces.

We see the capacity curves do not show dominantmodes,

7The number of points in a shaping rate mode depends on the distribution
of runs we received across tiers.

unlike the shaping rates. This can be due to the underlying

cable access technology. Specifically, the modem uplink

is a non-FIFO scheduler, which requires the modem to re-

quest timeslots for transmission. Our hypothesis is that

depending on activity of other nodes at the CMTS, the ca-

pacity estimates can vary due to non-FIFO scheduling and

DOCSIS concatenation. DOCSIS downlink can also in-

fluence dispersion-based capacity estimates depending on

activity in the neighborhood, since it is a point-to-multipoint

broadcast link.

We next look at Comcast trials for which we did not de-

tect shaping. Figure 8 shows the distribution of capacities

of non-shaping runs, and compares with the distribution

of shaping rates (from shaping runs), for both directions.

The non-shaped capacity distributions in the upstream di-

rection are similar to the shaping rate distributions. Non-

shaping runs can occur due to one or more of the follow-

ing reasons. First, Comcast provides service tiers which

do not include PowerBoost, but have capacities similar

to tiers with PowerBoost (e.g., the Ethernet 1Mbps and

10Mbps service for businesses). Second, it is possible

that cross traffic from the customer premises resulted in

an empty token bucket at the start of the experiment, and

hence the estimated capacity was equal to the shaping rate.

4.2 Case Studies: Cox and Road Runner

Cox provides residential [7] and business Internet ac-

cess using cable and Ethernet access technologies. Cox

shapes traffic at different tiers for both residential and busi-

ness classes. We found that the residential shaping rates

and capacities are dependent on the location of operation.

We show the upstream shaping properties in Figure 9. The

shaping rates and capacity observed in the plot agree with

tier information which we gathered from the Cox residen-

tial [7] website (the business tier shaping details were not

available). We found the following plans with shaping

that Cox provides: (C, ρ) Mbps: (1, 0.77), (1.3, 1), (2,
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C (Mbps) ρ (Mbps) σ (MB) Burst duration (s)

3.5 1 5 16.7
4.8 2 5, 10 15.2, 30.5
8.8 5.5 10 25.8
14.5 10 10 18.8

(a) Upstream.

C (Mbps) ρ (Mbps) σ (MB) Burst duration (s)

19.4 6.4 10 6.4
21.1 12.8 10 10.1
28.2 17 20 14.9
34.4 23.4 20 15.3

(b) Downstream.

Table 2: Comcast: detected shaping properties.

A few ISPs disclose their tier shaping configurations
(e.g., Cox mentions configurations per-region [7]), and
our data shows these configuration modes. We attempt
to examine some of these factors next.

4.1 Case Study: Comcast

Comcast offers Internet connectivity to homes [5] and
enterprises [3], and uses two types of access technolo-
gies: cable (DOCSIS 3.0) and Ethernet. In each access
category, it offers multiple tiers of service. Comcast
shapes traffic using the PowerBoost technology [4].

We detected 74% upstream and 82% downstream runs
as shaped by Comcast. Figure 3 shows a scatter plot of
shaping rate and burst size across all shaped half runs
of Comcast, sorted by estimated capacity for each direc-
tion. We see that there are distinct shaping rate modes,
and some of these modes increase with capacity. Each
shaping rate mode may correspond to a tier of service.
For each direction, there are two dominant burst sizes
across all tiers of service. Table 2 shows the shaping
modes, and an estimate of the burst duration.

Note that the above observations are from October
2009 to April 2010. We found that (as of May 12, 2010)
Comcast uses different capacities for some of its tiers [3,
5], ranging from 2Mbps to 50Mbps for cable and 1Mbps
to 1Gbps for Ethernet service. The current downstream
shaping rates in use are 8, 16 Mbps for business class
and 12, 16, 22 Mbps for residential users; while for up-
stream the shaping rates are 1, 2 Mbps for business
class and 2, 5 Mbps for residential users. We see some
of these shaping rate modes in the figure5. The Power-
Boost FAQ mentions 10MB and 5MB burst sizes [4].
Note that the tier capacities and shaping configurations
can change with time; Figure 4 shows changes in shap-
ing rates with time in our traces.

We also note that the capacity curves do not show
5The number of points in a shaping rate mode depends on
the distribution of runs we received across tiers.
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dominant modes. This can be due to the underlying ca-
ble access technology. Specifically, the modem uplink is
a non-FIFO scheduler, which requires the modem to re-
quest timeslots for transmission. Our hypothesis is that
depending on activity of other nodes at the CMTS, the
capacity estimates can vary due to non-FIFO schedul-
ing and DOCSIS concatenation. DOCSIS downlink is a
point-to-multipoint FIFO broadcast link and can again
influence dispersion-based capacity estimates depend-
ing on activity in the neighborhood.

We next look at Comcast trials for which we did not
detect shaping. Figure 5 shows the distribution of ca-
pacities of non-shaping runs, and compares with the dis-
tribution of shaping rates (from shaping runs), for both
directions. The non-shaped capacity distributions are
similar to the shaping rate distributions. Non-shaping
runs can occur due to one or more of the following rea-
sons. First, Comcast provides service tiers which do
not include PowerBoost, but have capacities similar to
tiers with PowerBoost (e.g., the Ethernet 1Mbps and
10Mbps service for businesses). Second, it is possible
that cross traffic from the customer premises resulted
in an empty token bucket at the start of the experi-
ment, and hence the estimated capacity was equal to
the shaping rate.

4.2 Case Studies: Cox and Road Runner

Cox provides residential [7] and business Internet ac-
cess using cable and Ethernet access technologies. Cox
shapes traffic at different tiers for both residential and
business classes. We found that the residential shap-
ing rates and capacities are dependent on the location
of operation. We show the upstream shaping proper-
ties in Figure 6. The shaping rates and capacity ob-
served in the plot agree with tier information (as of 12th
May, 2010) that we gathered from the Cox residential
[7] website (the business tier shaping details were not
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dominant modes. This can be due to the underlying ca-
ble access technology. Specifically, the modem uplink is
a non-FIFO scheduler, which requires the modem to re-
quest timeslots for transmission. Our hypothesis is that
depending on activity of other nodes at the CMTS, the
capacity estimates can vary due to non-FIFO schedul-
ing and DOCSIS concatenation. DOCSIS downlink is a
point-to-multipoint FIFO broadcast link and can again
influence dispersion-based capacity estimates depend-
ing on activity in the neighborhood.

We next look at Comcast trials for which we did not
detect shaping. Figure 5 shows the distribution of ca-
pacities of non-shaping runs, and compares with the dis-
tribution of shaping rates (from shaping runs), for both
directions. The non-shaped capacity distributions are
similar to the shaping rate distributions. Non-shaping
runs can occur due to one or more of the following rea-
sons. First, Comcast provides service tiers which do
not include PowerBoost, but have capacities similar to
tiers with PowerBoost (e.g., the Ethernet 1Mbps and
10Mbps service for businesses). Second, it is possible
that cross traffic from the customer premises resulted
in an empty token bucket at the start of the experi-
ment, and hence the estimated capacity was equal to
the shaping rate.

4.2 Case Studies: Cox and Road Runner
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cess using cable and Ethernet access technologies. Cox
shapes traffic at different tiers for both residential and
business classes. We found that the residential shap-
ing rates and capacities are dependent on the location
of operation. We show the upstream shaping proper-
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served in the plot agree with tier information (as of 12th
May, 2010) that we gathered from the Cox residential
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Figure 6: Comcast: Shaping characteristics.
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Table 2: Comcast: detected shaping properties.

two dominant burst sizes across all tiers of service. Table

2 shows the shaping modes, and an estimate of the burst

duration.

The above observations are from October 2009 to Au-

gust 2010. We found that (since May 2010) Comcast uses

different capacities for some of its tiers [3, 5], ranging

from 2Mbps to 50Mbps for cable and 1Mbps to 1Gbps for

Ethernet service. The current downstream shaping rates in

use are 8, 16 Mbps for business class and 12, 16, 22 Mbps

for residential users; while for upstream the shaping rates

are 1, 2 Mbps for business class and 2, 5 Mbps for resi-

dential users. We see some of these shaping rate modes

in the figure7. The PowerBoost FAQ mentions 10MB and

5MB burst sizes [4]. The tier capacities and shaping con-

figurations can also change with time as an ISP provisions

its network; Figure 7 shows a scatter plot of shaping rates

with time in our Comcast traces.

We see the capacity curves do not show dominantmodes,

7The number of points in a shaping rate mode depends on the distribution
of runs we received across tiers.

unlike the shaping rates. This can be due to the underlying

cable access technology. Specifically, the modem uplink

is a non-FIFO scheduler, which requires the modem to re-

quest timeslots for transmission. Our hypothesis is that

depending on activity of other nodes at the CMTS, the ca-

pacity estimates can vary due to non-FIFO scheduling and

DOCSIS concatenation. DOCSIS downlink can also in-

fluence dispersion-based capacity estimates depending on

activity in the neighborhood, since it is a point-to-multipoint

broadcast link.

We next look at Comcast trials for which we did not de-

tect shaping. Figure 8 shows the distribution of capacities

of non-shaping runs, and compares with the distribution

of shaping rates (from shaping runs), for both directions.

The non-shaped capacity distributions in the upstream di-

rection are similar to the shaping rate distributions. Non-

shaping runs can occur due to one or more of the follow-

ing reasons. First, Comcast provides service tiers which

do not include PowerBoost, but have capacities similar

to tiers with PowerBoost (e.g., the Ethernet 1Mbps and

10Mbps service for businesses). Second, it is possible

that cross traffic from the customer premises resulted in

an empty token bucket at the start of the experiment, and

hence the estimated capacity was equal to the shaping rate.

4.2 Case Studies: Cox and Road Runner

Cox provides residential [7] and business Internet ac-

cess using cable and Ethernet access technologies. Cox

shapes traffic at different tiers for both residential and busi-

ness classes. We found that the residential shaping rates

and capacities are dependent on the location of operation.

We show the upstream shaping properties in Figure 9. The

shaping rates and capacity observed in the plot agree with

tier information which we gathered from the Cox residen-

tial [7] website (the business tier shaping details were not

available). We found the following plans with shaping

that Cox provides: (C, ρ) Mbps: (1, 0.77), (1.3, 1), (2,

7

Case study: Comcast
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Case study: AT&T
 Few shaping observations: 13-18% runs

 ~60 runs show shaping modes => from Mediacom (domain 
mchsi.com)
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Figure 12: AT&T: Shaping characteristics.

number of rate measurements to detect a level shift, and at

the same time have low noise. We estimate∆ based on the

TCP trace, since the inter-packet gaps can vary depend-

ing on TCP backoffs and timeouts. In the NDT traces,

we have observed that some token bucket implementations

generate tokens in periodic intervals (δtb). Depending on

the length of this interval, packets buffered in a shaper that

has no tokens will be served in short bursts (of size ρδtb

bytes) at the link capacity as long as there is a backlog.

In order to reduce variance in the post-shaping rate time-

series, we estimate Rr(i) as follows.
We record the start and end timestamps of received pack-

ets in the i’th interval: call them s(i) and e(i). If we re-
ceived B(i) bytes in the i’th interval, we estimate Rr(i)
using the inter-burst gap δb:

Rr(i) =
B(i)

δb

where, δb = max{s(i + 1) − s(i), e(i) − e(i − 1)}. The
max. condition is to avoid overestimates of Rr(i) by us-
ing a small δb, especially in the post-shaping estimates. If

B(i) = 0 for some i, we set Rr(i) = 0. We ignore the
TCP handshake and termination exchanges when comput-

ing Rr.

Note that in the above description, we assumed thatRr(i)
is estimated using the application packet trace atRCV . We
have implemented the previous method for a trace cap-

tured at SND by observing sequence numbers of TCP

ACKs from RCV . This works even in the case of de-
layed ACKs, since we treat each ACK as a logical packet

at RCV , whose size is determined by difference in ACK
sequence numbers, and whose receive timestamp is esti-

mated as the receive timestamp of the correspondingACK.

We ignore duplicate ACKs in this computation.

Note that it is unlikely that the TCP ACKs will be paced

due to shaping in the other direction during a TCP trans-

fer, since the MSS-to-ACK size ratio (about 28.8 without

L2 headers) is much larger than the capacity ratio in asym-

metric links.

5.1 Detection

We use a sliding window of size w points on the rate

timeseries Rr to detect shaping. The value of w is chosen

small so that we can observe level shifts and constancy of

a few points after the level shift (without noticing TCP-

based rate drops). Suppose that w is odd and let w =
2k + 1 points. We say that there is a level shift due to
shaping at a given point τ if all of the following conditions
hold true in a window w centered at τ (we require that
τ > k).
First, k rate values before τ are larger than the k rate

values after τ :

min
i=(τ−k)...(τ−1)

R(i) ≥ max
j=(τ+1)...(τ+k)

R(j) (6)

Second, the aggregate throughput of w points before τ
is significantly larger than the aggregate throughput of w
points after τ9:

R̄r(i)
i=(τ−w)...(τ−1)

> γ R̄r(j)
j=(τ+1)...(τ+w)

(7)

for a threshold γ > 1. We use aggregate throughput and
not median, since w is small. Third, we have received at

least one packet in each∆ interval after τ in a w-window:

Rr(i) #= 0, i = (τ + 1) . . . (τ + w) (8)

This condition allows us to discard some cases of TCP

timeouts. Finally, we require constancy of rate in the w
points after τ . We elaborate on this condition next.
Rate constancy: This condition differentiates TCP re-

covery dynamics after a loss/timeout from the output of a

shaper just after it runs out of tokens. The property we test

is that just after the shaper runs out of tokens, incoming

9If τ is such that we have less thanw points before or after it, we consider
only those points.
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few capacity modes: {372Kbps, 512Kbps, 1Mbps, 2Mbps}
in upstream and {752Kbps, 5Mbps, 10Mbps} in down-
stream respectively; note that two of the downstream ca-

pacities do not equal any of the shaping modes.

Under the hypothesis that Road Runner is not shaping

upstream traffic, we can say that our false positive detec-

tion rate for its upstream is about 6.4%.

4.3 Case Study: AT&T

AT&T provides Internet access to a wide range of cus-

tomers, from homes and small businesses to enterprises

(including other ISPs). They use DSL and Ethernet access

technologies, and provide four tiers of DSL services [1,

2].

We found 13% upstream and 18% downstream shaping

cases by AT&T. The shaping cases are dominant in a sin-

gle AS: 6478 (“AT&TWorldNet Services”): 41% (153 tri-

als) upstream and 51% (113 trials) downstream cases were

detected as shaping. Figure 12 shows the shaping charac-

teristics of the runs, sorted by capacity. We see that there

are dominant modes in shaping rates: {1Mbps, 2Mbps} in
upstream, and {14Mbps, 19Mbps} in downstream, with
burst sizes of 1MB and 12MB respectively. We did not,

however, find a mention of traffic shaping in the AT&T

tier descriptions [1, 2]. Upon closer inspection, we found

that for these shaping trials, all 18 upstream cases and all

17 downstream cases are from the domain mchsi.com,

which is owned by the cable ISP Mediacom [8].

The distribution of capacities of non-shaped runs is shown

in Figure 13. In contrast with the capacity estimates of

Comcast, we see dominantmodes in this distribution: {330
Kbps, 650Kbps, 1Mbps, 1.5Mbps} for upstream, and {1
Mbps, 2.5Mbps, 5Mbps, 6Mbps, 11Mbps, 18Mbps} for
downstream. Note that some of these rates might be of-

fered by ISPs which are customers of AT&T, but whose

prefixes are advertised through an AT&T’s ASN.

5. Passive Method

In this section, we design a technique for passive infer-
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ence of traffic shaping. The passive inference technique

takes as input an application packet trace (either real-time

or offline) at a sender SND or the receiver RCV8. The
passive inference method is useful over active probing to

detect cases where an ISP is shaping certain classes of traf-

fic based on parameters such as destination/source which

may not always be feasible to replicate with active prob-

ing.

We consider the specific case of a bulk-transfer appli-

cation that uses TCP. Detecting shaping on TCP traffic is

challenging for a number of reasons. First, TCP through-

put can change with time depending on network condi-

tions, and a level shift in TCP throughput occurs every

time TCP decreases its window due to timeouts or packet

losses. Second, TCP does not send a constant-rate stream,

and so it harder to estimate the number of tokens in the

token bucket. There can be time periods in which the TCP

connection’s throughput is below the shaping rate, caus-

ing accumulation of tokens. Third, after shaping kicks-in,

TCP backoffs and timeouts can lead to accumulation of

tokens (bringing the link service rate temporarily back to

the capacity) - hence, the rate may not be bounded by ρ.
We can not use the active detection method as-is on TCP

traces for the above reasons. Specifically, our technique

needs to distinguish throughput level shifts due to a shaper

from those due to TCP backoffs.

Our passive detection methodworks on the received rate

timeseries Rr(t), and uses two properties of Rr(t) when
there is a shaper: (1) there will be a time t at which Rr(t)
undergoes a level shift, and (2) after the level shift, the re-

ceived rate is almost constant (for a duration that depends

on the connection’s round-trip time and the link buffer

size).

Rate estimation: We begin by constructing a received

rate timeseriesRr(i), i ≥ 1, by dividing time into discrete
non-overlapping intervals of size ∆. It is important that
we choose a suitable value for∆ so that we have sufficient

8Since a TCP end-point can be both sender and receiver (depending on
the application), we distinguish sender from receiver based on user input.
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Case study: AT&T
 Few shaping observations: 13-18% runs

 ~60 runs show shaping modes => from Mediacom (domain 
mchsi.com)
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number of rate measurements to detect a level shift, and at

the same time have low noise. We estimate∆ based on the

TCP trace, since the inter-packet gaps can vary depend-

ing on TCP backoffs and timeouts. In the NDT traces,

we have observed that some token bucket implementations

generate tokens in periodic intervals (δtb). Depending on

the length of this interval, packets buffered in a shaper that

has no tokens will be served in short bursts (of size ρδtb

bytes) at the link capacity as long as there is a backlog.

In order to reduce variance in the post-shaping rate time-

series, we estimate Rr(i) as follows.
We record the start and end timestamps of received pack-

ets in the i’th interval: call them s(i) and e(i). If we re-
ceived B(i) bytes in the i’th interval, we estimate Rr(i)
using the inter-burst gap δb:

Rr(i) =
B(i)

δb

where, δb = max{s(i + 1) − s(i), e(i) − e(i − 1)}. The
max. condition is to avoid overestimates of Rr(i) by us-
ing a small δb, especially in the post-shaping estimates. If

B(i) = 0 for some i, we set Rr(i) = 0. We ignore the
TCP handshake and termination exchanges when comput-

ing Rr.

Note that in the above description, we assumed thatRr(i)
is estimated using the application packet trace atRCV . We
have implemented the previous method for a trace cap-

tured at SND by observing sequence numbers of TCP

ACKs from RCV . This works even in the case of de-
layed ACKs, since we treat each ACK as a logical packet

at RCV , whose size is determined by difference in ACK
sequence numbers, and whose receive timestamp is esti-

mated as the receive timestamp of the correspondingACK.

We ignore duplicate ACKs in this computation.

Note that it is unlikely that the TCP ACKs will be paced

due to shaping in the other direction during a TCP trans-

fer, since the MSS-to-ACK size ratio (about 28.8 without

L2 headers) is much larger than the capacity ratio in asym-

metric links.

5.1 Detection

We use a sliding window of size w points on the rate

timeseries Rr to detect shaping. The value of w is chosen

small so that we can observe level shifts and constancy of

a few points after the level shift (without noticing TCP-

based rate drops). Suppose that w is odd and let w =
2k + 1 points. We say that there is a level shift due to
shaping at a given point τ if all of the following conditions
hold true in a window w centered at τ (we require that
τ > k).
First, k rate values before τ are larger than the k rate

values after τ :

min
i=(τ−k)...(τ−1)

R(i) ≥ max
j=(τ+1)...(τ+k)

R(j) (6)

Second, the aggregate throughput of w points before τ
is significantly larger than the aggregate throughput of w
points after τ9:

R̄r(i)
i=(τ−w)...(τ−1)

> γ R̄r(j)
j=(τ+1)...(τ+w)

(7)

for a threshold γ > 1. We use aggregate throughput and
not median, since w is small. Third, we have received at

least one packet in each∆ interval after τ in a w-window:

Rr(i) #= 0, i = (τ + 1) . . . (τ + w) (8)

This condition allows us to discard some cases of TCP

timeouts. Finally, we require constancy of rate in the w
points after τ . We elaborate on this condition next.
Rate constancy: This condition differentiates TCP re-

covery dynamics after a loss/timeout from the output of a

shaper just after it runs out of tokens. The property we test

is that just after the shaper runs out of tokens, incoming

9If τ is such that we have less thanw points before or after it, we consider
only those points.
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few capacity modes: {372Kbps, 512Kbps, 1Mbps, 2Mbps}
in upstream and {752Kbps, 5Mbps, 10Mbps} in down-
stream respectively; note that two of the downstream ca-

pacities do not equal any of the shaping modes.

Under the hypothesis that Road Runner is not shaping

upstream traffic, we can say that our false positive detec-

tion rate for its upstream is about 6.4%.

4.3 Case Study: AT&T

AT&T provides Internet access to a wide range of cus-

tomers, from homes and small businesses to enterprises

(including other ISPs). They use DSL and Ethernet access

technologies, and provide four tiers of DSL services [1,

2].

We found 13% upstream and 18% downstream shaping

cases by AT&T. The shaping cases are dominant in a sin-

gle AS: 6478 (“AT&TWorldNet Services”): 41% (153 tri-

als) upstream and 51% (113 trials) downstream cases were

detected as shaping. Figure 12 shows the shaping charac-

teristics of the runs, sorted by capacity. We see that there

are dominant modes in shaping rates: {1Mbps, 2Mbps} in
upstream, and {14Mbps, 19Mbps} in downstream, with
burst sizes of 1MB and 12MB respectively. We did not,

however, find a mention of traffic shaping in the AT&T

tier descriptions [1, 2]. Upon closer inspection, we found

that for these shaping trials, all 18 upstream cases and all

17 downstream cases are from the domain mchsi.com,

which is owned by the cable ISP Mediacom [8].

The distribution of capacities of non-shaped runs is shown

in Figure 13. In contrast with the capacity estimates of

Comcast, we see dominantmodes in this distribution: {330
Kbps, 650Kbps, 1Mbps, 1.5Mbps} for upstream, and {1
Mbps, 2.5Mbps, 5Mbps, 6Mbps, 11Mbps, 18Mbps} for
downstream. Note that some of these rates might be of-

fered by ISPs which are customers of AT&T, but whose

prefixes are advertised through an AT&T’s ASN.

5. Passive Method

In this section, we design a technique for passive infer-
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ence of traffic shaping. The passive inference technique

takes as input an application packet trace (either real-time

or offline) at a sender SND or the receiver RCV8. The
passive inference method is useful over active probing to

detect cases where an ISP is shaping certain classes of traf-

fic based on parameters such as destination/source which

may not always be feasible to replicate with active prob-

ing.

We consider the specific case of a bulk-transfer appli-

cation that uses TCP. Detecting shaping on TCP traffic is

challenging for a number of reasons. First, TCP through-

put can change with time depending on network condi-

tions, and a level shift in TCP throughput occurs every

time TCP decreases its window due to timeouts or packet

losses. Second, TCP does not send a constant-rate stream,

and so it harder to estimate the number of tokens in the

token bucket. There can be time periods in which the TCP

connection’s throughput is below the shaping rate, caus-

ing accumulation of tokens. Third, after shaping kicks-in,

TCP backoffs and timeouts can lead to accumulation of

tokens (bringing the link service rate temporarily back to

the capacity) - hence, the rate may not be bounded by ρ.
We can not use the active detection method as-is on TCP

traces for the above reasons. Specifically, our technique

needs to distinguish throughput level shifts due to a shaper

from those due to TCP backoffs.

Our passive detection methodworks on the received rate

timeseries Rr(t), and uses two properties of Rr(t) when
there is a shaper: (1) there will be a time t at which Rr(t)
undergoes a level shift, and (2) after the level shift, the re-

ceived rate is almost constant (for a duration that depends

on the connection’s round-trip time and the link buffer

size).

Rate estimation: We begin by constructing a received

rate timeseriesRr(i), i ≥ 1, by dividing time into discrete
non-overlapping intervals of size ∆. It is important that
we choose a suitable value for∆ so that we have sufficient

8Since a TCP end-point can be both sender and receiver (depending on
the application), we distinguish sender from receiver based on user input.
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et cetera
 Designed end-to-end shaping detection methods 

using passive observation

 Looking into app-performance optimization using 
estimates: plug-in for                 (150m+ users)
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Pythia:
Detection, Localization and 

Diagnosis of performance problems

Joint work with Constantine Dovrolis, Sajjad Zarifzadeh 
and Madhwaraj G.
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Pythia

 Distributed monitoring system for wide-area performance 
problems

 not failures (boolean)

 Monitoring: e2e active probing measurements from 
perfSONAR (Internet2, ESnet, ...):

 topology (data plane): traceroutes

 one-way delays, losses, bandwidth (capacity, 
throughput) ...

 Funded by DoE

21
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Detection

 “Is there a problem on path X right now?”

 noticeable loss rate, increase in delays, ...

 look for primitives: level shifts, outliers, etc.

 algorithms being developed

22
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Localization

 “Which link(s) caused the performance problem?”

 Find smallest set of bad link(s) that caused the 
problem

 Quantify performance into multiple levels: 
{good, ..., moderate, ..., bad}

 Account for case of multiple bottlenecks on path

23
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Localization

 Tech report available: 
“Localization of Network 
Performance Problems with 
Multi-level Discrete 
Tomography,” 
Sajjad Zarifzadeh, 
Constantine Dovrolis, 2011.

24
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Diagnosis

 “What is the problem?”

 e.g., insufficient/excessive buffer, routing 
configuration, faulty devices, duplex mismatch, ...

 approach: machine learning

 work in progress

25
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Troubleshooting Home 
Wireless Networks

Joint work with Constantine Dovrolis (GATech) ,Dina 
Papagiannaki (Intel Labs), Peter Steenkiste and Srini 

Seshan (CMU)
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Home Wireless Networks

 Focus on performance problems in 802.11 
networks

27

802.11 pathologies:
‣Low signal strength
‣Cross traffic
‣Hidden terminals
‣Non-802.11 
interference
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Userlevel Diagnosis
 Goal: design a tool that allows home users to do 

root-cause diagnosis (potentially suggest solutions)

 We operate at the application layer (layer-3)

 no administrative/root access requirements

 no NIC/vendor-specific requirements

 Work in progress: in collaboration with Intel 
Research Pittsburgh and CMU

28
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Approach

 Understand how different packet probing 
structures interact with 802.11

 packet pairs, trains, etc.

 Probing structures allow us to distinguish between 
pathologies

 Cooperative diagnosis localizes the problem

29
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Thank You!
partha @ cc . gatech . edu

End-to-end Methods for
Traffic Shaping Detection, 
Performance Problem Diagnosis, 
Home Wireless Troubleshooting
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Implementing ShaperProbe

 Non-intrusiveness: abort probing if we see losses

 Probing stability: send small trains if we cannot 
sleep for short periods (e.g., <15ms on Win32)

 802.11 wireless: extended capacity estimation 
phase using a longer train

 Noise in received rate: we “smooth” measurements

31
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Accuracy
 Wide-area experiments: Comcast to/from GT

 Emulate traffic shaping in front of the modem
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Figure 5: Estimation accuracy: shaping emulation.

[2] without shaping. Out of 60 runs, we found zero false

positives in either direction on AT&T, and two upstream

false negatives due to capacity underestimation (under cross

traffic) on Comcast.

We next emulate token bucket shaping on a wide-area

path between a residential Comcast connection and a server

deployed at the Georgia Tech campus. We use the LARTC

tc tool on Linux with a 2.6.22 kernel on a dual-NIC 1GHz

Celeron router with 256MB RAM. Figure 5 shows the

Wilcoxon median estimate and associated confidence in-

tervals for ShaperProbe’s token parameter estimates on 20

trials for each token bucket configuration in the down-

stream direction. ShaperProbe detects all 200 trials as

shaping. We see that ShaperProbe accurately estimates

the shaping rate and bucket depth for all configurations.

We now look at an analysis of M-Lab data. The Shaper-

Probe service [11] has been up since May 2009, and had

seen several improvements over the first few months. We

start with the following preprocessing on our traces.

Preprocessing:We analyze data collected from the Shaper-

Probe service. First, we consider runs from the latest Shaper-

Probe release, collected between 20th October 2009 and

4th August 2010. There are 37,540 such runs. Each run’s

trace contains per-packet timestamps and sequence num-

bers for upstream and downstream probing (“half runs”).

Second, we call a half run as “unfinished” if no shaping

was detected and the run lasted less than a threshold du-

ration, and discard such runs - we choose a conservative

threshold of 50s. All finished half runs which are not di-

agnosed as shaping are considered as cases of no-shaping.

Note that ShaperProbe probes each direction for 60s, and

ends a half run if it either found shaping or if it found

packet losses during probing; a half run can also be un-

finished if the user aborted the client before it could run

to completion. Third, we do not include runs from days

when we saw a flash crowd (possibly due to publicity of

M-Lab tools), since this can lead to a surge in usage of

other tools which share M-Lab - we had three such days

in February and July 2010. After preprocessing, we have a

ISP Upstream (%) Dwnstrm. (%)

Comcast
75.4

(3851/5105)

82.5

(3506/4248)

Road Runner 6.4 (69/1073) 63.3 (513/811)

AT&T 13.4 (114/849) 17.7 (125/707)

Cox 63.4 (399/629) 56.5 (252/446)

MCI-Verizon 5.1 (25/490) 7.3 (31/426)

Table 1: Shaping detections: top-5 ISPs in terms of

ShaperProbe runs. For each ISP we show percentage of

runs with detected shaping, number of shaping detections

and number of total runs.

total of 25,044 upstream and 19,918 downstream half runs

from a total of 2,034 ASes.

Next, we cluster AS numbers into ISPs using theirwhois

AS names. The AS informationwas obtained fromCymru’s

whois database in September 2010. We found that runs

which passed the pre-processing checks come from 1,597

ISPs. The top five ISPs in terms of the number of runs we

received, and the fraction of shaping detections are shown

in Table 1.

It should be noted that there are several factors that in-

fluence the fraction of shaping detections of an ISP. First,

ISPs provide multiple tiers of service, and some tiers may

not have shaping (and tiers evolve with time). Second,

an ISP may not deploy shaping in all geographic regions.

Third, the access link type can be a factor: a DSL provider

can dynamically change link capacity instead of shaping,

while a cable provider is more likely to shape since DOC-

SIS provides fixed access capacities. Fourth, for a given

connection, shaping could be dynamic based on time or

load conditions in the ISP. Fifth, an ISP A can advertise

address prefixes on its customers’ behalf, and some of

these customers (say B) could be ISPs deploying shap-
ing (while A does not) - we cannot distinguish A from B
based on BGP prefix-to-ASN mapping. A few ISPs dis-

close their tier shaping configurations (e.g., Cox mentions

configurations per-region [7]), and our data shows these

configuration modes. We study data collected from some

of these ISPs next.

4.1 Case Study: Comcast

Comcast offers Internet connectivity to homes [5] and

enterprises [3], and uses two types of access technologies:

cable (DOCSIS 3.0) and Ethernet. In each access cate-

gory, it offers multiple tiers of service. Comcast shapes

traffic using the PowerBoost technology [4].

Figure 6 shows a scatter plot of shaping rate and burst

size across all shaped half runs of Comcast, sorted by es-

timated capacity for each direction. We see that there are

distinct shaping rate modes, and some of these modes in-

crease with capacity. Each shaping rate mode may cor-

respond to a tier of service. For each direction, there are

6
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