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I Background

e Address space in IPv4 is getting tight

< |ANA has allocated all v4 addresses
= Asian regional registry has begun "hyper-austerity"

e Nortel sold 667,000 v4 addresses to Microsoft for $7.5
million, about $11/address.
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e IPv4 and IPv6 will coexist for a long time

e Opportunity to select based on performance




Background: Header Format

IPv4 Header IPv6 Header

Version | IHL

Version Flow Label

Fragment
Offset

Identification

20 Octets <

Header Checksum

Source Address
» 40 Octets

Destination Address
Options Padding Source Address

1 Fields name kept from IPv4 to IPv6.
[ Fields not kept in IPv6.

- Field name and position changed in IPv6. Destination Address
B New field in IPv6.
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I Performance: v4 versus vo6

Dataset:

e Pings from three locations in the U.S.:
e San Jose CA, Dallas TX, and Reston, VA.

e to —7,000 globally distributed dual-stack
nameservers

e for period of April — Dec. 2010

e 44 million measurements




I Diagram of Probes to Nameserver

Akamai Server

2001:559:0:300::6011:902

IPVv6 network

IPv4 network

Nameserver
24.111.160.178

2001:4978:117:1::10




Summary Statistics on Latency Akamai
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Amount either has better latency

Distribution of difference in latency
{aggregate of native and tunneled}
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6to4 tunneling

6tod IPv6/IPv4

oto4
fouter \ router
IPv4 Internet

2002::/16

IPvo Internet

from: en.wikipedia.org/wiki/6to4
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Native vs. Tunneled Latency
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Time History: 8 Months, Latency, Europe " Akamai
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Time History: 8 Months, Latency, North Amé&nica
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Time History: 3 Days,

Latency, Europe
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Time History: 3 Days, Latency, Asia
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History: 3 Days, Latency, Africa
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Summary

e Increasing pressure to deploy IPv6

e Compared performance over v6 vs. v4

Overall, latency and loss is higher on v6,
but not always, or for all locations.
Opportunity to select based on performance.

Potential for insights into network architecture.




I Additional Slides




CDF of difference Iin latency

Distribution of difference in latency
{aggregate of native and tunneled}
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CDF of difference Iin latency; native vs. tunnelechi

Distribution of difference in latency
nanezervers in H. Anerica
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CDF of difference Iin latency; native vs. tunnelechi

Distribution of difference in latency
nameservers in Europe
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I P Heade r (version 6)
Byte

Offset
whe oo de g s
Version Traffic Class Flow Label

Payload Length MNext Header Hop Limit

Source Address

Destination Address

I I | ‘I'I I |2 | BI
2 3 45 6 78 123 45% 7889 512345671889 51

9
0
"1— Nibble —l"}* Byte —Plf Word F"

Version . Payload Length Next Header | Hop Limit
e — T —

Version of IP Protocol. 4 and 16-bit unsigned integer. 8-bit selector. Identifies the 8-bit unsigned integer.
6 are valid. This diagram Length of the |Pv6 payload, type of header immediately Decremented by 1 by each
represents version 6 i.e., the rest of the packet following the IPv6 header. node that forwards the
structure only. following this IPv6 header, in Uses the same values as the packet. The packet is
octets. Any extension IPv4 Protocol field. discarded if Hop Limit is
Traffic Class headers are considered part decremented to zero.

| . =
s Of the payload. Destination Address
8 bit traffic class field. RFC 2460

128-bit address of the

Source Address | int ded (T t f th Please refer to HFC 2460
Flow Label | ::;laizete (pgigrggfnn; th: for the complete Internet
S 128-bit address of the Protocol version 6 (IPvB)

20 bit flow label. ultimate recipient, if a COl Vi
Routing header is present). Specification.

originator of the packet.

Copyright 2008 - Matt Baxter - mjp@iatpipe.org
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Well-known IPv6 prefixes Akamai

Address Type

Unspecified ::/128
Loopback ::1/128
Multicast FFOO::/8
Link-local Unicast FE80::/10
Global Unicast Everything except above
Unique Local (locally assigned) FDO0O::/8
Unique Local (registered) FCO00::/8
6to4 tunnel 2002::/16
Teredo tunnel 2001:0000::/32




Time History: 3 Days, Latency, North Amerigamai
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Time History: 3 Days, Latency, South Amenecanai
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History: Loss,
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Time History: Loss,
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Time History: Loss, Asia
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Distribution of difference in latency
Within Europe and within Morth America
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Distribution of difference in latency
Focus on Africa
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I Probes Between Dual-Stack Akamal Serversakamai

e Deployment of dual-stack servers in:

e 350 network-city pairs
e 50 countries

= all continents (except Antarctica)

e |nterfaces are native IPv6

- Measurement taken every minute.




Latency between two Metworks at Chicago, USA
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Latency between two Networks at Milan, 1taly
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Facket Loss between Altanta and FParis
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Facket Loss between LosAngeles and London
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Distribution of difference in latency
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Distribution of difference in latency
Focus on Australia
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Distribution of difference in latency
Focus on South America
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