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Large Hadron Collider (LHC) 101

ü Circumference: ~ 17 Miles

ü 2 proton beams circulating at 

99.9999991% speed of light:

ü Beams cross and are brought 

to collision at 4 points:

ü Experiments built at those 

points

ïATLAS

ïCMS

ïALICE 

ïLHCb

Phil DeMar:  HEP Use Case for NDN
September 28, 2015

3



Compact Muon Solenoid (CMS) Experiment

CMS detector

ü Detector built around 

collision point

ü Records flight path and 

energy of all particles 

produced in a collision

ü 100 Million individual 

measurements (channels)

ü All measurements of a 

collision together are 

called: event
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LHC schedule
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ü Raw data = generated by detector(s)

ü Derived data = reconstructed data, simulation data, 

summary data sets, etcé)

ï(derived data volumes) ~= (raw data volumes) x 8

Projected LHC data volumes

RAW

Exabyte
ŜǊŀΧ

Phil DeMar:  HEP Use Case for NDN September 28, 20156

M. Girone(CERN)



Phil DeMar:  HEP Use Case for NDN
September 28, 2015

7

ü 186 institutions (globally distributed)

ïHigh b/w R&E networks support experiment data movement

CMS Collaboration



LHC Computing Models
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Computing Lifecycle: CMS

ü Tier structure for 

computing (MONARC):

ü Tier 0 = CERN

ü Tier 1 = National data 

centers for event 

reconstruction & 

archiving

ü Tier 2 = Computing 

facilities for Monte 

Carlo production & 

event analysis

ü Tier 3 = Collaboration 

sites

ü Tier 4 = Physicist 

desktops
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CMS Computing GRID infrastructure
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ü CERN (T0) at the center

ü 7 Tier-1 centers:
ïConnected to T0 by a 

ñdedicatedò network 

ü 54 Tier-2 facilities
ïConnected to T1s by 

R&E networks 

ü ~120,000 cores

ü ~75PB disk

ü ~100PB tape
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ü MONARC hierarchical model

ü Based on expectation of low b/w & 

modest storage at T2s

ü CMS abandoned MONARC before 

the LHC even startedé

ü ATLAS followed suit during Run I

ü Any CMS T1/T2 site could be 

used as a data source

ü Encouraged more flexible data 

placement & replication

ü Enabled more efficient utilization 

of available resources

Tier Model for Data Movement Abandoned
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